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NOTATION

X \ Y set difference; the elements of X not contained in Y

Xc the complement of set X; for universal set U , Xc := U \X

℘ (X) powerset of X: ℘ (X) := {Y | Y ⊆ X}

#X cardinality of X

κ (X) the set of connected components of X

R the set of real numbers

R<,R≤ the set of real numbers less than/less than or equal to zero

R>,R≥ the set of real numbers greater than/greater than or equal to zero

Rd d-dimensional Euclidean space

Sd d-dimensional unit sphere bounding the unit ball in Rd+1

Q rational numbers; Qd ⊆ Rd is the set of points with rational coordinates

|·| absolute value

�·� Euclidean vector norm; for v ∈ Rd, �v� :=
��

d

i=1
vi2

� 1
2

�
infimum; greatest lower bound

�
supremum; least upper bound

d (·, ·) Euclidean distance function for points and point sets

cpS (p) set of points from S ⊆ Rd closest to point p ∈ Rd

gS (·, ·) geodesic distance over S ⊆ Rd

gS
r
(p) geodesic ball of radius r ∈ R> in S ⊆ Rd centered on p ∈ S

O (f (x)) set of functions asymptotically bounded from above by a multiple of f (x)

Ω (f (x)) set of functions asymptotically bounded from below by a multiple of f (x)

Θ (f (x)) functions bounded above and below; Θ (f (x)) := O (f (x)) ∩ Ω (f (x))
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S + v set S ⊆ Rd translated by vector v ∈ Rd

pq the closed line segment connecting points p, q ∈ Rd

←→pq the line through distinct points p, q ∈ Rd

−→pv the ray with endpoint p ∈ Rd and direction v

�v� for vector v ∈ Rd

Br (p) d-dimensional open ball of radius r ∈ R> centered on p ∈ Rd

ρ (b) radius of ball b

π (b) center of ball b

B set of all open balls; B :=
�
Br (p) | (r ∈ R>) ∧

�
p ∈ Rd

��

BS open balls contained in S ⊆ Rd; BS := {b ∈ B | b ⊆ S}

Br open balls of radius r ∈ R>; Br := {b ∈ B | ρ (b) = r}

B>r, B≥r open balls with radius greater than/greater than or equal to r

B<r, B≤r open balls with radius less than/less than or equal to r

BS

r
, BS

≤r
,. . . open balls in S with radius r, radius less than or equal to r, etc.

S◦ interior of S ⊆ Rd; S◦ :=
�
BS

S− closure of S ⊆ Rd; S− := Sc◦c

∂S boundary of S ⊆ Rd; ∂S := S− ∩ Sc−

S◦r morphological opening of S ⊆ Rd with radius r ∈ R>; S◦r :=
�
BS

r

S•r morphological closure of S ⊆ Rd with radius r ∈ R>; S•r := Sc ◦r c

MrS mortar of S ⊆ Rd for radius r ∈ R>; MrS := S •r ∩Sc•r
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SUMMARY

We introduce tight hulls, which generalize convex hulls. While the convex hull of

a subset R of Euclidean space is the smallest convex set containing R, a tight hull

of R relative to a second set G contains R, excludes G, and maximizes convexity by

minimizing a generalization of total absolute curvature we call slack. Out of all sets

with those properties, tight hulls additionally minimize a quantity we call unsupported

slack. This makes the boundary of a tight hull behave like a membrane in tension,

stretched over R and G. Tight hulls are closely related to relative convex hulls, but

possess a symmetry with respect to set complement that relative convex hulls lack.

Our hope is that this symmetry enhances three-dimensional boundary estimation

from volumetric samples and provides a new way to formally specify a useful class

of solid models. From tight hulls we obtain r-tightening: the r-tightening of a set

is the tight hull of its morphological opening with an open ball of radius r relative

to the opening of its complement. We extend our previous results on the curvature-

limiting properties of tightening by showing that continuously increasing the radius

r used for tightening produces a piecewise continuous simplification of the tightened

set’s normal field. We relax the definition of a tight hull to obtain tight covers,

which locally behave like tight hulls but have more diverse topologies. We identify

the medial cover in two dimensions as a tight cover symmetric with respect to set

complement, and we show that for polygonal inputs it can be robustly computed in

O (n log n) time using standard algorithms. We approximate the opening of a polygon

with a disk by replacing the disk with a regular polygon, then apply our medial cover

algorithm to the polygonal opening to perform robust, approximate tightening.

xvi



PART 1

OVERVIEW



CHAPTER 1

INTRODUCTION

Problem and contributions. In this dissertation, we address the problem of maximizing

convexity subject to set-theoretic constraints. We present five contributions: tight

hulls, tightening, generalized normals and curvatures, a framework for covers and

hulls, and robust O (n log n) algorithms for constructing tights covers and approximate

tightenings from two-dimensional polygonal inputs.

Tight hulls . Tight hulls and tightenings are our main contributions. Tight hulls gen-

eralize convex hulls; like a convex hull, a tight hull is a maximally convex set that

contains a given set. Unlike a convex hull, a tight hull is also constrained to exclude

a second set. The boundary of a tight hull separates the interiors of the sets it in-

cludes and excludes, and it stretches over those sets like a membrane in tension. We

anticipate applications of tight hulls to solid model design and convergent boundary

estimation.

Tightening . The tightening of a set with radius r is a tight hull that contains the

balls of radius r lying in the set’s interior and excludes the balls of radius r lying in

its exterior. Interpreting r as a scale parameter, a set’s deformation as it is tightened

is piecewise continuous as a function of scale. We show that progressively increasing

the value of r simplifies a set’s normal field in two ways. First, the total variation of a

set’s normal field monotonically decreases as a function of r over intervals where the

tightening deforms continuously. Second, tightening a two-dimensional set bounds

the rate of change in normal direction over its boundary as a function of arclength.

We anticipate applications of tightening to solid blending and normal field analysis.

Generalized normals and curvatures . To support our work on tight hulls and tighten-

ing, we provide generalized definitions of normal fields and normal variation, as well
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as a framework for comparing different hull-like sets. In our definition of generalized

normal fields, we map each point on the boundary of an arbitrary subset of Euclidean

space to a nonempty set of normals. We then define mean curvature, Gaussian cur-

vature, sectional curvature, normal field Lipschitz continuity, and the smooth offset

interval in ways that make them applicable to sets whose boundaries include points

with nonunique normals. We ensure that our definitions generalize smooth defini-

tions, and we preserve important results from classical differential geometry, such

as the Gauss-Bonnet Theorem and the Chern-Lashof Inequalities. Our definitions

provide normal fields for polyhedra, enabling us to compute integral curvatures over

their edges and vertices.

Covers and hulls . We define hulls using the hull property. In essence, the hull prop-

erty guarantees that a plane cannot shave a connected component from a hull without

intersecting the hull’s constraints. We show that all hulls have the same local geo-

metric properties in two dimensions, but there are uncountably many different hull

geometries in three and higher dimensions. We further show that hulls with the same

local geometry may have different topologies, and we define covers to separate a hull’s

topology from its geometry. We identify the medial cover as a cover that is easy to

compute in two dimensions using the medial axis, and we show that the medial cover

shares some of the tight hull’s most desirable properties.

Implementation. We describe simple, efficient, and robust algorithms for computing

the medial cover and a variant of tightening called medial tightening in two dimen-

sions for input constraints with polygonal boundaries. Given robust implementations

of algorithms for the medial axis, constrained Delaunay triangulation, and path plan-

ning, robustly computing the medial cover in worst-case O (n log n) time requires

little additional development. Computing a polygonal form of medial r-tightening

additionally requires an algorithm for morphologically opening an arbitrary polygon

with a regular polygon approximating a disk of radius r. We use the output of the

opening algorithm as input to the medial cover algorithm.
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Applications . A few promising applications require us to compute tight hulls in three

dimensions. We know of no efficient algorithm for computing three-dimensional tight

hulls, but we have reasons to believe the problem is tractable. We conjecture that

the portion of a tight boundary that is disjoint from the boundary of the input

constraints is developable, and we further conjecture that tight hulls of polyhedra are

polyhedral. In contrast to other fairing problems that generate surfaces that must be

sampled densely to be represented accurately, a nearly exact tight hull representation

promises in practice to be comparable in size to the input.

Assuming we can compute tight hulls in three dimensions, they may prove valuable

as a convergent boundary estimators. If the surface area of a tight hull, like the surface

area of a relative convex hull, converges to the surface area of a rasterized solid as

the distance between the samples used for rasterization goes to zero, tight hulls can

numerically solve definite integrals that are insoluble in closed form [34]. If the normal

field of a tight hull converges to the normal field of a rasterized solid, tight hulls may

also prove useful in medical imaging. Provided with a segmented medical image that

labels each point on a lattice as in or out of a particular anatomical structure, a tight

hull that includes the “in” samples and excludes the “out” samples can produce an

image of the the structure whose shading is guaranteed to be accurate because the

hull’s normal field is accurate.

If the surface patches introduced by tight hulls are developable, tight hulls may

find use manufacturing. Developable surfaces can be produced by cutting, bending,

and folding flexible sheets. These processes are often more affordable than other

manufacturing techniques, such as milling and casting. The increasing availability of

programmable cutting tools also suggests the possibility of producing objects com-

posed of developable surfaces without the need for large capital investments.

Audience and context . We draw on the fields of solid modeling, computer graphics,

computational geometry, and differential geometry, with significant applications to

biomedical imaging. We approach convexity from the perspectives of both convex

4



structures [63] and tight embeddings [3]. Building on the theory of tight embed-

dings, we devise definitions of normals and normal variation applicable to polyhedra,

rederiving results from the field of discrete differential geometry [6]. We employ the

medial axis and related constructs such as constrained Delaunay triangulation, so we

include a review of medial axis theory. This dissertation may be useful to readers

interested in any of these fields.
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CHAPTER 2

DOCUMENT STRUCTURE

2.1. Division into parts

This dissertation is divided into four parts:

Part I . In Part I, we provide an overview of our main technical contributions. We

define tight hulls and tightening, and we describe their most significant properties.

We introduce the medial cover and detail how we can use it to construct variants of

tight hulls and tightening in two dimensions given polygonal inputs.

Part I documents the core of this dissertation. It includes precise claims and

definitions, but it is designed to be easy to read. We minimize our use of notation

and mathematical English, deferring proofs and technical refinement to Parts II and

III. We also densely illustrate the text.

Part II . In Part II, we formalize the material we need to rigorously present tightening

and tight hulls. We include a combination of prior art and original work. Our chapters

on convex structures, the medial axis, and tight embeddings focus on prior art, while

our chapters on normals and covers and hulls are largely original. Part II introduces

much of our notation, and it describes any nonstandard usage we make of standard

terms.

Part III . In Part III, we formally define tight hulls and tightening, and we prove

theorems concerning some of their most significant properties. We also define the

medial cover in terms of the medial axis. We detail the robust and efficient construc-

tion of two-dimensional medial covers and medial tightenings, and we prove that our

construction is correct.

Part IV . Part IV outlines a context for tight hulls and tightening. We begin by com-

paring our work to prior art that shares similar goals but addresses them through
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different means. Adopting the perspective that some of the most promising appli-

cations for maximally convex sets are in three dimensions, we describe our current

understanding of what computing three-dimensional tight hulls entails. We summa-

rize our contributions, then conclude with a discussion of issues raised by our work.

The next four sections briefly describe the purpose and contents of each chapter.

2.2. Part I

Introduction. We summarize our technical contributions and prospective applications,

indicate the relationship of our work to established disciplines, and characterize our

target audience.

Document structure. We describe this document’s organization.

Tight hulls overview . We introduce the tight hull using elements of the theory of tight

embeddings, comparing it to the convex hull and relative convex hull. Focusing on

tight hull of rotationally symmetric sets, we explain our claim that the tight hull is

symmetric with respect to set complement while the relative convex hull is not. We

conclude by presenting a more complex tight hull that is not rotationally symmetric,

establishing that three-dimensional tight hulls defined by smooth constraints are not

necessarily smooth.

Tightening overview . We define r-tightening in terms of tight hulls and morphological

opening, and we illustrate how in two dimensions the r-tightening of a set has a

curvature between −1

r
and 1

r
. We describe the deformation of the r-tightening of a

polygon as we continuously increase the value of r, claiming that the total variation in

the normal field of an r-tightening monotonically decreases over intervals of r where

the tightening varies continuously. Combining this result with the curvature-limiting

properties of tightening, we conclude that tightening simplifies normal fields.

Medial cover overview . We introduce two-dimensional tight covers, which have the

same local geometric properties as the two-dimensional tight hull but may not share

the tight hull’s topology. As a special case, we identify the medial cover, whose
7



bounding loops can be continuously deformed to the points equidistant from the set

constrained to lie inside the cover and the set constrained to lie outside of it. We show

the medial cover, like the tight hull, is symmetric with respect to set complement,

while the relative convex hull is not.

Implementation overview . We explain how to construct a two-dimensional tight cover

from the triangulation of the gap between two polygonal sets, and we show that

the cover topology depends on the triangulation. We eliminate the variability due

to different triangulations by adding to the input points obtained from the medial

axis of the gap between the constraints. Constructing the constrained Delaunay

triangulation of the augmented input, we obtain the medial cover. We obtain an

approximate form of tightening by opening the input with a regular polygon, and we

characterize the resulting error.

Applications . We describe the application of tight hulls to convergent boundary mea-

sure estimation, speculating that the tight hull may have a convergent normal field as

well. Assuming that the portion of a three-dimensional tight hull’s boundary disjoint

from its constraints is developable, we describe applications of tight hulls to the design

of shapes that can be manufactured from flexible sheets. We propose that tightening

can function as a symmetric solid blend, and we suggest that it may prove useful in

the multiscale analysis and simplification of normal fields.

2.3. Part II

Convex structures and closure structures . We begin by defining topological and mor-

phological operators in terms of open balls. We then define the Euclidean convex hull,

the relative convex hull, the geodesic hull, and the affine hull, highlighting the similar-

ities between them. We use convex structures and closure structures [63] to capture

properties shared by various operators on the lattice of subsets of Euclidean space,

concluding with material relevant to the relationship between duality and symmetry

with respect to set complement.
8



The medial axis . We introduce the regularity transform, which quantifies the thickness

of a set, and relate it to the distance transform. We then define maximal balls and

the medial axis, as well as terminology pertaining to the medial axis. We introduce

the comb of a subset of the medial axis and use it to define a continuous version of

the α-shape [19, 20]. We conclude by explaining why a set whose boundary can be

expressed as the union of a finite number of real analytic pieces has a medial axis

with a finite graph structure [15].

Normals and curvatures . We assign each point on the boundary of an arbitrary subset

of Euclidean space a nonempty set of normals. We show that our definition gener-

alizes definitions of normal fields for smooth sets, producing normals at singularities

comparable to those we might obtain by slightly blending the singular surface. We

define integral and pointwise curvatures so that they exhibit meaningful behavior at

singularities, and we explain their application to polyhedra. We conclude by defining

the Lipschitz continuity of a normal field and introducing the smooth offset interval.

Tight embeddings . Beginning with a review of curvature for smooth surfaces using

the shape operator, we define tight surfaces as minimizers of total absolute curvature.

Providing formulas for the integral Gaussian curvature and absolute Gaussian curva-

ture at a polyhedron’s vertices, we similarly define tight polyhedra. We unify tight

surfaces and tight polyhedra in low dimensions using the two-piece property, then re-

late the two-piece property to the minimization of height function critical points. We

conclude by showing that minimizing height function critical points is nearly identical

to minimizing our convexity functional.

Covers and hulls . We introduce hulls, which formalize the idea of wrapping the bound-

ary of a set around a second set in its interior. We then introduce relative hulls, whose

boundaries wrap around two sets, separating them. We show that relative convex

hulls and tight hulls are relative hulls. We then define the support a hull receives

from its constraints, proving that a convex hull is fully supported by the set it con-

tains. We define when two hulls can be distinguished geometrically or topologically,
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and we show that two-dimensional hulls are geometrically indistinguishable. Finally,

we define covers to group hulls into geometrically indistinguishable classes.

2.4. Part III

Tight hulls . We define tight hulls as sets that minimize first slack and then unsup-

ported slack subject to volumetric constraints. We explain the grounds for our con-

jecture that the unsupported boundary of a tight hull is developable, and we prove

several claims made in our overview of tight hulls (Chapter 3.)

Tightening . Focusing on two-dimensions, we prove that a set’s r-tightenings are piece-

wise continuous as a function of r. We further show that the tightenings’ slack mono-

tonically decreases over intervals where the tightening is continuous. We associate

this decrease in slack with the unfolding of a set we call the �-Gauss offset. We prove

that the normal field to an r-tightening is Lipschitz continuous with a constant of 1

r
,

and we show that the circular arcs introduced by tightening linearly interpolate the

normals at their endpoints.

The medial cover . We define the medial cover in two dimensions using the medial axis

of the gap between the sets constrained to lie inside and outside of the cover. We prove

that we can deform the boundary of the medial cover to the set of points equidistant

from the contained and excluded constraints while keeping them respectively con-

tained and excluded throughout the deformation. We demonstrate that, unlike the

relative convex hull, the medial cover does not have a fixed position among all covers

when they are ordered by set inclusion. Instead, it groups connected components of

the constraints by proximity.

Implementation. We define solid and mixed triangles in the triangulation of the gap

between polygonal constraints, then show that mixed triangles connect across mixed

edges to form annuli. We prove that if we insert contact points of maximal disks

centered on medial axis bifurcation points into the input, the constrained Delaunay

triangulation of the augmented input yields annuli that can be contracted to the
10



bounding loops of the medial cover. We close by proving that approximate tighten-

ings constructed with regular polygons possess discrete analogs of the properties of

tightenings constructed with disks.

2.5. Part IV

Prior art: Fairing, blurring, and blending. We place tight hulls in the context of

surface optimization by comparing slack to existing surface functionals, focusing on

minimal surfaces [26, 68] and minimum variation of curvature surfaces [42, 43].

We then compare tightening to lowpass surface filtering through the modulation of

Laplace-Beltrami eigenfunction amplitudes [16, 40], proving that lowpass filters do

not guarantee curvature bounds. Finally, we compare tightening to solid blends in-

volving rolling balls [53, 52], emphasizing the distinctiveness of tightening’s symmetry

with respect to set complement.

Future work: Constructing 3D tight hulls. We propose reasons why the efficient con-

struction of three-dimensional relative convex hulls remains an open problem despite

demand for convergent boundary reconstruction from volumetric samples. We show

that the tight hull, like the relative convex hull, may include O (n2) vertices that

are not part of the input. We describe an inefficient polynomial time algorithm for

constructing tight hulls, and we demonstrate a tractable iterative technique for the

construction of approximate relative convex hulls.

Contributions . We review our contributions and their significance.

Conclusion. We discuss three issues raised our work. The first concerns the roles of

slack and unsupported slack in problems that involve constrained and approximate

convexity. The second concerns the design of symmetric versions of closure operators.

The third concerns the construction of set-theoretic deformations from locally-applied

closure operators.

In the next chapter, we begin an overview of our main contributions.
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CHAPTER 3

TIGHT HULLS OVERVIEW

3.1. Tight hulls generalize convex hulls

We define tight hulls as a generalization of Euclidean convex hulls. The convex

hull of a set S ⊆ Rd can be characterized as the smallest convex set containing S

(Figure 3.1.) A tight hull is also a maximally convex set of minimum size. However,

while the convex hull of S is defined so that it contains S, the tight hull of R ⊆ Rd

relative to a set G ⊆ Rd disjoint from R is defined to contain R and exclude G. If

the interior of G intersects the convex hull of R, the tight hull cannot be convex,

requiring us to formalize how a nonconvex set can be maximally convex given a

set of constraints. How we define convexity then determines which mechanisms are

appropriate for minimizing a hull’s size.

There are different ways to define maximal convexity and minimal size, and they

yield generalized convex hulls with different geometric properties. Our goal is to de-

fine a hull with properties that are useful in low-dimensional geometric computing,

particularly as applied to visualization, design, and manufacturing. In that context,

Figure 3.1. A set S consisting of isolated points is shown in black on
the left. The convex hull of S is shown in gray on the right, with S
superimposed.

12



Figure 3.2. On the left we show a cross section of a hollow cylinder,
which consists of two thin rectangles shown in red. If we rotate the
rectangles about the dashed axis, they sweep the hollow cylinder, shown
in a cutaway view on the right.

Figure 3.3. On the left, we show a cross section through the hollow
cylinder’s convex hull, with the hollow cylinder in red and the hull
boundary in blue. We thicken the convex hull’s boundary and offset
it from the cylinder to aid visualization, but the curved portion of
boundary of the hull actually lies on the the boundary of the cylinder.
On the right, we show a cutaway view of the cylinder and its hull.

consider the following thought experiment: In one hand we hold a rigid, noncon-

vex object, with the boundary of the object’s convex hull wrapped around it like a

membrane. If we poke the membrane with a finger, how should it behave?

Suppose that the object is a hollow cylinder, like a section of pipe (Figure 3.2.)

When wrapped in its convex hull, the hollow cylinder resembles a double-headed drum

(Figure 3.3.) What happens when we press a finger against a drumhead, given that

the drum remains maximally convex? One possibility is that the drumhead acts like

the boundary of a fluid, surrounding the finger as it enters the object’s convex hull
13



Figure 3.4. On the left, we show a cross section of a possible hull in
blue whose boundary separates the hollow red cylinder from the inte-
rior of a green set corresponding to a finger pressing into the cylinder’s
convex hull. On the right, we show a cutaway of the three-dimensional
hull. In both views, the hull surrounds the finger as if the hull bound-
ary were fluid. In this respect, it behaves like a relative convex hull
(Definition 8.11 [57, 58].)

Figure 3.5. On the right, we show a cross section of a possible hull
in blue whose boundary separates the red cylinder from a green set
corresponding to a finger pressing into the cylinder’s convex hull. On
the right, we show a cutaway of the three-dimensional hull. In both
views, the hull boundary behaves like a membrane in tension, stretched
by the finger’s pressure. In this respect, the hull behaves like a tight
hull (Subsection 3.2.3, Chapter 13.)

(Figure 3.4.) The portion of the membrane that touches neither the finger nor the

walls of the drum remains flat, and the finger causes a minimal change in the drum’s

volume. Alternatively, the membrane may behave as if it were in tension, in which

case the finger deforms the drumhead into a cone (Figure 3.5.)
14



The relative convex hull, originally defined by Sklansky and Kibler [57], has a

fluid-like boundary (Figure 3.4,) while the tight hull we introduce in this thesis has a

boundary that behaves like a membrane in tension (Figure 3.5.) In two dimensions,

the convex hull of R relative to G and the tight hull of R relative to G are not always

identical (Figure 3.22,) but both sets have boundaries that behave like rubber bands.

We formalize this behavior by defining a property called tightness in Chapter 13.

Under our definition, both tight hulls and relative convex hulls are locally tight in

two dimensions, while in higher dimensions tight hulls are tight and relative convex

hulls generally are not. We argue that tightness can be a useful property, making

tight hulls more suitable than relative convex hulls for some applications.

3.2. Comparison of hull definitions

3.2.1. Convex hull. In this section, we compare the definitions of a convex hull,

a relative convex hull, and a tight hull. After defining each hull, we describe how to

obtain it by successively filtering the set of all subsets of Euclidean space.

We adopt the following definition of the convex hull of a subset of Euclidean space

[63]:

Definition 3.1. A set S ⊆ Rd is convex if and only if for every two points p, q ∈ S,

the closed line segment pq is contained in S (Figure 3.6.)

The convex hull of S ⊆ Rd is the intersection of all convex sets containing S

(Figure 3.7.)

For every S ⊆ Rd, a unique convex hull of S exists, and it is convex. The convex

hull of S exists and is unique because Rd is convex, so there is at least one convex set

containing S, and there always exists a unique intersection of any nonempty collection

of sets. The convex hull of S is convex because if it contains points p and q, every

convex set containing S contains p and q. Because those sets are convex, each contains

the segment pq, so the convex hull of S contains pq as well.
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Figure 3.6. The gray polygon on the left is not convex because it
contains the two black points but not the red segment connecting them.
The polygon on the right is convex because it contains every segment
that connects a pair of its points.

Figure 3.7. On the left we show a set S in gray and the boundaries
of several of the convex sets containing S in black. On the right, we
show the boundary of the convex hull of S in black. The convex hull
of S is the intersection of the convex sets containing S.

To obtain the convex hull by filtering the set of subsets of Euclidean space, we

successively remove those sets that lack one of the convex hull’s properties. In the list

of filtering steps below, we provide a name in parentheses for the property guaranteed

by each step:
16



Figure 3.8. On the left, we show in gray the boundaries of several of
the sets containing the set S shown in black. In the middle, we show the
boundaries of convex sets containing S, and on the right we show the
boundary of the smallest convex set containing S, which is the convex
hull of S.

(1) (Containment) Start with all subsets of Euclidean space that contain S (Fig-

ure 3.8, left.)

(2) (Convexity) Extract the convex sets (Figure 3.8, middle.)

(3) (Smallness) The convex hull of S is the smallest of the remaining sets when

they are ordered by set inclusion (Figure 3.8, right.)

When the convex sets containing S are ordered by set inclusion, the convex hull is

the smallest because, being equal to the intersection of the other sets, it is contained

in all of them.

3.2.2. Relative convex hull. The definition of the convex hull of one set rela-

tive to another is similar to the definition of the Euclidean convex hull. We slightly

modify the definitions provided by Sklansky and Kibler [57] and Sloboda and Za-

tko [58] to facilitate our later analysis of symmetry with respect to set complement

(Subsubsection 8.8.3.)

Definition 3.2. For G ⊆ Rd, a set S ⊆ Rd disjoint from G is convex relative to G

if and only if for every two points p, q ∈ S such that pq is disjoint from G, set S

contains pq (Figure 3.9.)

For R ⊆ Rd disjoint from G ⊆ Rd, the convex hull of R relative to G is the

intersection of all sets convex relative to G that contain R (Figure 3.10.)
17



Figure 3.9. The set S shown in gray on the left is not convex relative
to the green set G because the red line segment connecting the two black
points is not contained in S despite the fact that it disjoint from G.
The set shown in gray on the right, by contrast, is convex relative to
G.

Figure 3.10. This image shows the boundary of the convex hull of R
relative to G in dark blue, where R and G are shaded red and green,
respectively. The hull contains R, and the material it adds to R is
shaded light blue.

A unique convex hull of R relative to G exists, and it is convex relative to G. It

exists and is unique because the complement of G contains R and is convex relative

to G, so the intersection of all sets containing R that are convex relative to G exists

and is unique. The convex hull of R relative to G is convex relative to G because if p

and q are points in the convex hull of R relative to G, every set containing R that is
18



convex relative to G contains both p and q. If pq is disjoint from G, all of those sets

contain pq, so the convex hull of R relative to G contains pq as well.

We can obtain the convex hull of R relative to G by filtering the set of subsets of

Euclidean space in a sequence of steps similar to those we used to obtain the convex

hull:

(1) (Containment) Start with all subsets of Euclidean space that contain R.

(2) (Relative Convexity) Extract the sets that are convex relative to G.

(3) (Smallness) The convex hull of R relative to G is the smallest of the remaining

sets when they are ordered by set inclusion.

The definitions of the convex hull and relative convex hull are similar, the difference

between them being that the convex hull is an intersection of convex sets, while

the relative convex hull is an intersection of relatively convex sets. Convex sets

and relatively convex sets are also similar, because the intersection of a collection of

convex sets is convex, while the intersection of a collection of relatively convex sets

is relatively convex. The same kinds of arguments that establish the convex hull’s

existence, uniqueness, and convexity then also establish the relative convex hull’s

existence, uniqueness, and relative convexity.

We can use the theory of convex structures [63], which we summarize in Section

8.7, to capture the similarities in behavior between the convex hull, the relative convex

hull, and several similar sets. To do so, we start with a set X and a collection

C ⊆ ℘ (X) of subsets of X. We then define the sets in C as convex if C has certain

properties, notably that the intersection of a subset of the elements in C is always an

element of C. We define the convex hull of Y ⊆ X as the intersection of all elements

of C that contain Y , and then we show that for every Y , a unique convex hull of Y

exists and is convex.

When discussing subsets of Euclidean space, we use the terms “convex” and “con-

vex hull” as we define them in Definition 3.1. When discussing convex structures, we

use the terms “convex” and “convex hull” in the more inclusive senses of Definition
19



Figure 3.11. The round torus to the left is a tight embedding of a
torus, while the ridged torus at the center and the warped torus to the
right are not.

8.19, and use the term “Euclidean convex hull” to refer to the convex hull specified

by Definition 3.1. We handle topological terms in a similar manner. A term like

“closure” refers by default to the topological closure on Rd defined by the Euclidean

metric, but in the context of a discussion of closure structures (Subsection 8.6.1,) it

refers to any closure operator.

3.2.3. Tightness and the tight hull. Tight sets do not define a convex struc-

ture, in part because tightness is formulated in terms of the boundary of a set rather

than what it contains. We refer to a smooth surface as tight if it minimizes total

absolute curvature for its topological type. (The total absolute curvature of a smooth

surface is the integral over the surface of the absolute value of its Gaussian curva-

ture, where the Gaussian curvature at a point on the surface is the product of the

principal curvatures at that point.) Our definition of tightness is less restrictive than

the use of the term in the theory of tight embeddings (Chapter 11; [13, 36, 69].)

Any definition of tightness implicitly asks us to identify tight embeddings of different

topological manifolds. For instance, we can establish that a round torus is a tight

embedding of a topological torus (Figure 3.11,) while any smooth surface bounding

a convex set is a tight embedding of a topological sphere (Figure 3.12.)

For a watertight triangle mesh in three dimensions, Gaussian curvature is concen-

trated at mesh vertices. Although the Gaussian curvature at a vertex is an impulse,

the integral Gaussian curvature over any small neighborhood containing a vertex is
20



Figure 3.12. Both the sphere on the left and the rounded cube at
the center are tight embeddings of a topological sphere. The shape on
the right, which is the sweep of a sphere along a circular arc, is not
tight.

Figure 3.13. A vertex of a triangle mesh is shown in black with the
triangles incident on it outlined in gray. The Gaussian curvature at the
black vertex is 2π minus the sum of the angles subtended by the red
arcs.

equal to the difference between 2π and the sum of the angles formed by consecutive

edges incident on the vertex (Figure 3.13.)

Because the length of a small geodesic circle centered on the vertex is proportional

to the sum of its incident angles, the Gaussian curvature at a point on a surface in

three dimensions measures the difference between the length of a circle in the plane
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Figure 3.14. The surface on the left is planar, while the surface on
the right is half of a unit sphere. The curves shown in red are geodesic
circles of radius π

2
. Because the surface the on the right is curved, the

geodesic circle on it has length 2π, while the circle on the left has length
π2. The fact that π2 > 2π reflects the fact that spheres have positive
Gaussian curvature. The value of the Gaussian curvature is equal to
one at every point on the hemisphere, because every sectional curvature
at a point on the hemisphere is one. If we let r ∈ R> denote the radius
of both geodesic circles, we can compute that value by taking the limit
as r goes to zero of the difference between the lengths of the geodesic
circles multiplied by 3

πr3
[4].

and the length of a geodesic circle on the surface centered at the point when we the

two circles’ radii are small and equal (Figure 3.14.) At a saddle, the length of the

geodesic circle is greater than the length of the flat circle, so the Gaussian curvature

is negative, while at a vertex with a convex or concave neighborhood the length of

the geodesic circle is smaller, so the Gaussian curvature is positive. (We distinguish

between vertices whose neighborhoods are convex or concave, and convex or concave

points of a set, which locally maximize distance from some plane over the set (Section

12.2.) A convex vertex may have negative Gaussian curvature, while a the Gaussian

curvature at a vertex with a convex neighborhood is nonnegative.)

To compute the total absolute curvature for a mesh, we obtain polyhedral absolute

Gaussian curvature values as described in Subsection 11.2.3. The total absolute

curvature of a mesh is then the sum of these values at all mesh vertices. Under

this definition, every convex polyhedron is tight, and the total absolute curvature of

a convex polyhedron under the polyhedral definition is equal to the total absolute

curvature of a sphere under the smooth definition (Figure 3.15.)
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Figure 3.15. On the left we show a corner of a cube. No matter how
we triangulate the cube’s boundary, the sum of the angles incident on
the vertex at one of its corners is equal to 3π

2
. Under our definition of

polyhedral Gaussian curvature, the Gaussian curvature at a corner is
then 2π − 3π

2
= π

2
. Because there are eight corners, the cube’s total

absolute curvature is 4π. On the right we show an octant of a sphere,
which like the corner of a cube contributes π

2
to the sphere’s total ab-

solute curvature. Like a cube, a sphere’s total absolute curvature is 4π.
This is true regardless of the value r of its radius, because the sphere’s
surface area is 4πr2, while its Gaussian curvature is 1

r2
.

In three dimensions, we can unify smooth and polyhedral tightness using the

two-piece property. A subset of d-dimensional Euclidean space has the two-piece

property if and only if its intersection with a halfspace has no more than one connected

component (Definition 11.17;) equivalently, the result of subtracting the boundary of

any halfspace from the set has no more than two connected components. A sphere,

a ball, a convex polytope, a round torus, and various polygonal torii all have the

two-piece property, and all of them are tight (Figure 3.16.)

We do not, however, define tightness in terms of the two-piece property. Instead,

we define tightness in terms of a measure of normal variation called slack (Definition

10.14) that extends the definition of total absolute curvature to arbitrary subsets

of Euclidean space. We use slack in part because in two and higher dimensions,

there exist sets R and G such that no set that contains R and excludes G has the

two-piece property (Figure 3.17.) This prevents us from directly applying the two-

piece property to our definition of a tight hull. Moreover, in higher dimensions slack
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Figure 3.16. A sphere and a polygonal torus have the two-piece
property, as illustrated on the left and in the center. The set on the
right is cut into three connected components by a plane, so it is not
tight.

Figure 3.17. In the two-dimensional example above, no set that con-
tains R and excludes G has the two-piece property. A set that contains
R must contain the two points on R indicated by blue dots, but any
path connecting those two points must cross the dashed black line, im-
plying the points are in two different connected components when the
hull is cut by the line. Because a portion of R also lies below the line,
the cut yields at least three pieces.

minimization is a stronger condition that the two piece property: sets with the two-

piece property do not necessarily minimize slack, but if an embedding of a manifold

with the two-piece property exists, a slack-minimizing embedding of the manifold

has the two-piece property. We therefore broadly characterize tight sets as slack
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Figure 3.18. In this figure, R is the red torus and the complement
of G is a punctured cylinder. All of the gray torus boundaries shown
separate R and G with minimal slack. Because the radii of the circular
torus cross sections can vary continuously, there are uncountably many
torii of this kind.

minimizers. This characterization remains meaningful regardless of spatial dimension

or the constraints on the slack minimization.

Under modest assumptions, there is always a slack minimizer that contains R

and excludes G, and in general there are uncountably many (Figure 3.18.) Taking

these constrained slack minimizers as candidate tight hulls, we define the tight hull

as a candidate tight hull that additionally minimizes unsupported slack. To define

unsupported slack, we first define the convexity of an outward-pointing unit normal

v ∈ Sd−1 to S ⊆ Rd at p ∈ Rd as the fraction of two-dimensional sections of S

containing the ray with tail p and direction v that are locally convex at p. Convexity

is then a value in [0, 1]. A convexity normal to S at p is a normal to S at p scaled by

its convexity.

The support of a convexity normal v to S at p from T ⊆ S is the maximum value

over all dot products of v with the set containing the zero vector and the convexity

normals to T at p. Support, like convexity, is a value in [0, 1] (Figure 3.19.) The

support of a subset of the boundary of S from T is the integral of the support of its
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Figure 3.19. In these figures, the hull boundary and normals to the
hull are shown in blue, while the constraints are shaded gray. At the
top left, the normal to the hull at the marked point is equal to the
normal to the constraints, so its support is one. At the top right, the
normal to the hull is an element of the fan of normals at the corner,
so its support is also one. At the lower left, the hull normal drawn is
outside of the fan of normals at the corner, but it has a positive dot
product with a normal to the constraints at the corner. As a result,
its support is between zero and one. At the lower right, the convexity
normal at the marked point has zero length, so the hull normal to the
candidate hull is unsupported.

outward-pointing normals, which is a value between zero and the subset’s slack. The

support of a candidate tight hull of R relative to G is the sum of the hull’s support

from R and the support of the hull’s complement from G. A candidate tight hull’s

unsupported slack is the difference between its slack and its support (Figure 3.20.) If

the support of a subset of a candidate hull’s boundary is zero, we refer to the subset

as unsupported. We provide a more formal definition of unsupported slack in Section

12.2.

We now define the tight hull, letting Xc denote the complement of a set X:

Definition 3.3. For R,G ⊆ Rd, suppose R ∩ G = ∅. Then C ⊆ Rd is a candidate

tight hull of R relative to G if and only if
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Figure 3.20. On the top left, we show sets R and G identical to the
R and G in Figure 3.18. The tight hull of R relative to G is equal to
R. We show the tight hull on the top right, with the boundary colored
to indicate the amount of support at each point. The blue part of the
boundary on the outer wall of the torus is fully supported, while the
yellow part is only partially supported, because some sections at the
yellow points are convex and others are concave. On the lower left, we
show a candidate hull that minimizes slack but not unsupported slack.
The red portion of the hull boundary is unsupported. The green portion
is also unsupported, but it is developable, so its slack is zero and it does
not contribute unsupported slack. We show another candidate hull on
the bottom right. Part of the hull’s slack is supported on the four
yellow arcs, but the support from those arcs is less than the support
from the inner wall of the torus in the tight hull on the top right, so
this candidate is not a tight hull.

(1) R ⊆ C

(2) C ⊆ Gc

(3) There is no S ⊆ Rd such that R ⊆ S, S ⊆ Gc, and the slack of S is less than

the slack of C.

A candidate tight hull T of R relative to G is a tight hull of R relative to G if and

only if there is no candidate tight hull S of R relative to G such that the unsupported

slack of S is less than the unsupported slack of T .
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Figure 3.21. At the top left, we show eight small spheres, each cen-
tered on the corner of a unit cube. At the top right, we show the convex
hull of the spheres in blue. At the bottom left, we show an exploded
view of one of the hull’s corners, with the hull decomposed into a blue
spherical cap, yellow cylindrical edges, and planar red faces. On the
bottom right, we show use the same colors to indicate which of the
normals to the hull can be attributed to its spherical, cylindrical, and
planar components. The blue triangles are due to the hull’s spherical
caps, which are supported. The union of the yellow arcs and red points
is a lower-dimensional set of unsupported normals due to the hull’s
edges and faces. Because this set has zero measure, the hull’s normals
are fully supported.

Defined in this way, the tight hull generalizes the convex hull: the convex hull

has minimal slack because it is convex, and all of its slack is supported (Figure 3.21;

Theorem 12.9.) The procedure for constructing a tight hull is:

(1) (Separation) Start with all sets that contain R and exclude G.

(2) (Tightness) Extract the sets that minimize slack.
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Figure 3.22. We show the sets R and G in the upper left. The set R
consists of four red squares, while the complement of G is a rectangle
with a square hole. We show the convex hull of R relative to G in
the upper right; note that the hull does not minimize slack, because
the sum of the angles around its two bounding loops is 4π. The two
tight hulls of R relative to G appear on the lower right and left. Both
hulls have equal slack (roughly 3.5π,) and their slack is fully supported.
Although both are tight hulls, their interiors differ.

(3) (Smallness) Extract the sets that minimize unsupported slack.

A tight hull always exists, but its interior may not be unique (Figure 3.22.) We

tentatively attribute nonunique hull interiors to singular configurations of R and G,

and we conjecture that we can obtain a unique hull by perturbing either.

3.2.4. Comparison of tight and relative convex hulls. When we compare

the definitions of the relative convex hull and tight hull, we see that they both contain

R and exclude G; in the relative convex hull, the exclusion of G is due to the relative

convexity requirement. Both hulls also maximize convexity, but in different ways.

While a relative convex hull contains as many of the line segments connecting pairs
29



Figure 3.23. The sphere on the left and torus in the center are tight,
but their intersection on the right is not.

of its points as possible, a tight hull minimizes slack. Because the definitions maximize

convexity differently, they minimize size differently. Ordering the relatively convex

sets by inclusion is appropriate because the intersection of relatively convex sets is

relatively convex.

The intersection of tight sets, however, is not always tight (Figure 3.23.) Conse-

quently, we cannot define a convex structure consisting of tight sets and obtain a tight

hull from it. The slack minimizers out of all sets that contain R and exclude G can

often be deformed into each other, and such deformations redistribute slack along the

deformed set’s boundary. Minimizing a hull’s unsupported slack concentrates slack

on the subset of the hull boundary that touches R and G. We therefore conjecture

that the boundary of the tight hull is developable where it does not touch R and G,

which is a property shared by the convex hull and relative convex hull.

If true, this implies that the tight hull of one three-dimensional polyhedron relative

to another is polyhedral, so we can exactly represent it with a triangle mesh. More

generally, our hope is that if we model R and G with a concise, precise representation,

we can also represent the tight hull of R relative to G concisely and precisely.

3.3. Hulls of revolution

We now explain the principal geometric differences between tight hulls and rela-

tive convex hulls, focusing on those differences that emerge when we move from two

dimensions to three dimensions. We begin with planar sets R and G that both have
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Figure 3.24. The sets R and G are shown in red and green, respec-
tively. Both R and Gc are simple polygons symmetric about the dashed
black line l.

mirror symmetry about line l (Figure 3.24.) Both R and the complement of G are

simple polygons.

The tight hull of R relative to G and the convex hull of R relative to G are

identical in this case (Figure 3.25,) and we show in Section 12.3 that the tight hull

and relative convex hull are always identical when R is contained in Gc and both

are homeomorphic to a disk. This result does not generalize to higher dimensions,

however. Consider rotating R and G about l so that they sweep out solids R� and G�

(Figure 3.26.) The set R� swept by R is the union of a hollow cylinder and a narrow

cylinder with a wide, thin cylindrical base (Figure 3.27.) Similarly, G� is the union of

a hollow cylinder with the unbounded complement of a cylinder (Figure 3.28.)

Figure 3.29 shows the convex hull of R� relative to G�. The outer walls of the

hollow cylindrical portion of G� appear to press into the hull, while the hull boundary

appears stretched over the narrow cylindrical part of R� near l. The hull’s unsupported

boundary is locally convex, which is a property of all relative convex hulls. As we
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Figure 3.25. For the red set R and green set G shown, the convex
hull of R relative to G and the tight hull of R relative to G are identical.
The hull boundary is shown in dark blue, and the material the hull adds
to R is shaded light blue.

Figure 3.26. The red set R� and green set G� produced by rotating
the planar sets R and G in Figure 3.24 about their line of symmetry l.

explain in Section 12.3, if there is an unsupported point on the boundary of a relative

convex hull that is not locally convex, then there is a line segment connecting points

of the hull that is disjoint from G but not contained in R. The convex hull of R

relative to G is then not convex relative to G, which is a contradiction.
32



Figure 3.27. The set R� produced by rotating the set R shown in
Figure 3.24 consists of a hollow cylinder on a wide cylindrical base
with a narrow cylinder along their common axis. We show the three
cylindrical pieces separately in this exploded view.

Figure 3.30 shows the tight hull of R� relative to G�. Qualitatively, the hull

boundary is stretched over both R� and G�, and the unsupported boundary combines

locally convex and locally concave regions. Because it contains unsupported concave

points, the tight hull is not convex relative to G�.

When we compare cross sections of the three-dimensional tight hull and relative

convex hull, we see that the section of the tight hull of revolution is equal to both

the planar tight hull and the planar relative convex hull, while the section of the

relative convex hull of revolution does not match either (Figure 3.31.) The two

angled segments in the relative convex hull section sweep out the conical portion of

the hull’s boundary when rotated about l, while the segments orthogonal to l sweep

a flat, annular patch. The angle that a segment from a two-dimensional hull makes

with l determines whether the surface it sweeps is flat or conical, and whether the

conical surface is convex or concave. Because the unsupported boundary from the
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Figure 3.28. The set G� produced by rotating the set G shown in Fig-
ure 3.24 consists of the union of a hollow cylinder with the unbounded
complement of a larger cylinder. We show an exploded cutaway of G�

to make the hollow cylinder visible.

Figure 3.29. This figure shows a cutaway of the convex hull of R�

relative to G�, where R� and G� are the red and green sets shown in
Figure 3.26. The relative convex hull contains R�, and the material the
hull adds to R� is shown in blue.
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Figure 3.30. This image shows a cutaway of the tight hull of R�

relative to G� in blue, where R� and G� are the red and green sets
shown in Figure 3.26. The tight hull contains R�, and a cross section of
R� is visible at the cutting plane.

Figure 3.31. On the left we shown a cross section of the the three-
dimensional tight hull depicted in Figure 3.30. The section is identical
to both the tight hull and convex hull of the planar sets R relative to G
shown in Figure 3.25, so that three-dimensional tight hull is the equal
to sweep of the two-dimensional tight hull as it rotates about its axis
of symmetry. On the right we show a section of the three-dimensional
relative convex hull depicted in Figure 3.29. The cross section of the
relative convex hull of the sets swept by rotating R and G is not itself
a tight or convex hull of R relative to G.

relative convex hull is locally convex, the unsupported segments in one of its cross

sections can only form a limited range of angles with l. There is no such restriction

on the unsupported segments from a section of the tight hull.
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Because our three-dimensional tight hull and relative convex hull are rotationally

symmetric, their slack increases monotonically with the slack of their cross sections.

The hull cross sections are polygons, and the total absolute curvature of a polygon is

the sum of the absolute values of the change in normal direction at each vertex. The

sum for the tight hull section from this example is 4π, while the sum for the relative

cross hull section is 5π. We infer that the three-dimension relative convex hull has

greater slack than the three-dimensional tight hull, so the relative convex hull does

not minimize slack.

To establish that rotating our two-dimensional tight hull sweeps our three-dimensional

tight hull, we show that if R and G are rotationally symmetric about the same axis

l, the tight hull of R relative to G is also rotationally symetric about l. Its slack

and unsupported slack are then monotonically increasing functions of the slack and

unsupported slack of its sections. A section that first minimizes slack and then mini-

mizes unsupported slack over slack minimizers yields a solid that first minimizes slack

and then minimizes unsupported slack over slack minimizers. We conclude that each

section through the solid’s axis of rotational symmetry must be a tight hull (Chapter

13.)

3.4. Symmetry with respect to set complement

Using the same swept solids R� and G�, we can construct the tight hull and convex

hull of G� relative to R� (Figure 3.32.) These hulls contain G� and exclude R�, and

so are unbounded. To directly compare them to the tight hull and convex hull of

R� relative to G�, we take their set complements (Figure 3.33.) The images of the

tight hull of R� relative to G� and the complement of the tight hull of G� relative

to R� are indistinguishable, while the corresponding relative convex hull images are

substantially different.

The unsupported boundary of a relative convex hull is locally convex, so the

unsupported boundary of the complement of a relative convex hull is locally concave.
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Figure 3.32. On the left, we show a cutaway of the convex hull
of G� relative to R�. As before, the hull’s unsupported boundary is
locally convex. On the right, we show the corresponding tight hull.
The unsupported boundary of the tight hull has both locally convex
and locally concave components.

Figure 3.33. The set in blue on the left is the complement of the
convex hull of G� relative R�. It appears substantially different from the
convex hull of R� relative to G� shown in Figure 3.29. In particular, its
unsupported boundary has nonpositive curvature, while the curvature
of the unsupported boundary of the hull in Figure 3.29 is nonnegative.
The figure on the right is the complement of the tight hull of G� relative
to R�. It is indistinguishable from the tight hull of R� relative to G�

shown in Figure 3.30.

The two are identical only if all of the hull’s unsupported boundary is flat, which is not

generally the case. We therefore characterize the relative convex hull as asymmetric

with respect to set complement: the interior of the convex hull of R relative to G is

not in general the exterior of the convex hull of G relative to R.

The tight hull, by contrast, is symmetric with respect to set complement (Chapter

13.) This is because the definition of a tight hull is formulated in terms of its boundary,

and the boundary of a set is identical to the boundary of its complement. While taking

the complement of the tight hull of R relative to G maps the hull’s interior to the
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Figure 3.34. On the left we show four red balls of equal radius resting
on the corners of a black square. The convex hull of the spheres, shown
in blue on the right, consists of two squares, four cylindrical patches,
and four spherical caps. We highlight the patch boundaries with yellow
curves.

interior of the complement of the tight hull of G relative to R, our definition does

not specify which subset of its boundary a tight hull includes, making our theorems

concerning tight hulls independent of a tight hull’s intersection with its boundary.

3.5. The tablecloth problem

We now present a more complex three-dimensional example that is not rotationally

symmetric. Suppose R consists of four red balls of radius r resting at the corners of

a square lying in a horizontal plane. The convex hull of R consists of two squares,

four cylindrical patches, and four spherical caps (Figure 3.34.) From the top, the hull

boundary resembles a tablecloth draped over the balls, but without any folds near the

spherical caps. As in our drum example in Subsection 3.1, we can envision pressing

a ball into the tablecloth at the center of the square patch on the top of the balls’

convex hull.

Suppose that G is a green ball of radius r with its center at a distance of 2r above

the point at the center of the square on the flat surface (Figure 3.35.) Figure 3.36

shows the convex hull of R relative to G, while Figure 3.37 shows the tight hull of

R relative to G. As in our previous examples, the relative convex hull behaves like

a fluid, surrounding the red ball. The red ball introduces a circular hole of radius

r into the square patch on the top of the convex hull of G and fills the hole with a

hemisphere.
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Figure 3.35. The set R consists of the four red balls of radius r
arranged at the corners of a square. The set G is the green ball with
its center at a distance of 2r above the square’s center.

Figure 3.36. We show the convex hull of R relative to G in blue. The
hull boundary consists of round cylinders, spherical caps, and a square
with a circular hole. We highlight the patch boundaries in yellow.

The tight hull replaces the square on top of the convex hull of G with four tri-

angles, four strips from elliptical cylinders, four conical patches, and a spherical cap.

The cones, elliptical cylinders, and triangles meet at four singular vertices, while the

elliptic patches meet along four singular arcs. The hull boundary is not smooth,

despite the fact that the boundaries of R and G are smooth.

We can think of each elliptic cylinder in the tight hull boundary as being produced

by the sweep of a circle along a line that forms an angle of π

2
with the plane containing
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Figure 3.37. We show the tight hull of R relative to G in blue. The
hull boundary consists of round cylinders, elliptical cylinders, spherical
caps, and triangles. We highlight patch boundaries in yellow.

Figure 3.38. On the left, we illustrate how an elliptic cylinder is
swept by a circle as it moves along a line that forms an angle of π

2
with

the plane containing the circle. The cross section orthogonal to the
sweep direction is elliptical. On the right, we show the elliptic cylinders
swept by great circles from the red balls aligned with the diagonals of
the square the balls form. We show the circles in red, and we outline
the portion of the union of the cylinders that contributes to the tight
hull boundary in yellow.

the circle. (Figure 3.38.) To explain the elliptic cylinders’ presence, consider the

similar, but incorrect, tight hull shown in Figure 3.39. We can construct this hull by

first taking the union of the convex hulls of pairs of nondiagonal red balls, forming a
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Figure 3.39. This hull consists of patches from round cylinders,
cones, planes, and spheres. We outline the patches in yellow. In con-
trast to the tight hull boundary in Figure 3.37, the boundary from this
hull does not contain patches from elliptical cylinders.

rounded square frame. We then add a square to the bottom of the frame and four

triangles to its top. Each triangle is tangent at its base to one of the four circular

cylinders in the frame and tangent at its tip to the green ball. Four conical patches

complete the surface. The cones are tangent to the green ball and their apices are

located where adjacent triangles touch.

This hull is not tight. We demonstrate this by appealing to a generalization

of Gaussian curvature (Definition 10.17,) that is suitable for nonsmooth surfaces.

According to the Gauss-Bonnet theorem [35, 59], the integral of Gaussian curvature

over a watertight surface is determined solely by its topological type. The portions

the hull’s boundary that have positive Gaussian curvature are either locally convex

or concave, while the negative Gaussian curvature is concentrated on the elliptic arc

near each red ball.
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Figure 3.40. We show the green ball with the patch it contributes
to the tight hull outlined in blue and the patch it contributes to the
incorrect hull outlined in yellow. Although the patches are similar, the
patch in the incorrect hull is slightly larger.

Let us denote the integral of the Gaussian curvature over the portion of the hull

where the Gaussian curvature is positive by a, and the integral over the portion where

the Gaussian curvature is negative by b. The total Gaussian curvature is a + b, and

by the Gauss-Bonnet theorem a+ b = 4π, which is the integral of Gaussian curvature

over a sphere. The total absolute Gaussian curvature, which is equal to slack when we

use the generalized form of Gaussian curvature, is |a|+ |b|. Combining these results,

we conclude that a hull is tight if and only if it minimizes a, which is necessarily

nonnegative.

The subsets of the correct and incorrect tight hulls that have positive Gaussian

curvature consist solely of spherical caps. The convex spherical caps in the two

surfaces are identical, but each surface also contains a concave cap that lies on the

boundary of the green ball, and the two concave caps are different. The cap in the

incorrect hull is larger (Figure 3.40,) and because spheres have constant Gaussian
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Figure 3.41. At the top, we show a section of the tight hull through
the centers of the green sphere and two opposing red spheres. The two
blue arrows indicate the change in normal direction over the circular
arc lying on the edge of the elliptical torus patch in the tight hull
boundary. We show the same section of the incorrect hull below. The
arrows indicate the change in normal direction over the elliptic arc lying
on the edge of the round torus patch in the incorrect hull boundary.
The change in direction over the circular arc is less than the change
over the elliptic arc. Accordingly, the change in angle over the arc on
the boundary of the green disk is also smaller in the tight hull section,
corresponding to the smaller area of the patch in the tight hull from
the green ball (Figure 3.40.)

curvature, we conclude that the value of a is larger in the incorrect hull, so it does

not minimize slack.

The negative Gaussian curvature in these hulls is concentrated on their singular

arcs, and we observe that the angle change over the circular arc, which lies on the

elliptic cylinder in the correct tight hull, is smaller than the angle change over the

elliptic arc, which lies on the circular cylinder in incorrect hull (Fig 3.41.)

If we rotate this section through the red and green balls about a vertical axis

through the green ball, we obtain a solid torus R� and a green ball G�. The tight

hull of R� relative to G� consists of a disk and patches from a torus, a cone, and a
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Figure 3.42. On the left, we show a cutaway view of the tight hull of
the red torus R� relative to the green ball G�. In the image, R� is red,
G� is green, and the hull is blue. On the right, we outline the toroidal,
conical, and spherical patches in the hull boundary in yellow. There is
an additional patch in the shape of a disk on the hull’s bottom.

sphere (Figure 3.42.) This set has the same slack as the tight hull of R relative to

G, but less of its slack is supported on R and G. We can envision a slack-preserving

deformation that bends the toroidal sections in the tight hull of R� relative to G�

connecting adjacent spheres in R into the circular and elliptic cylinders in the tight

hull of R relative to G. The deformation transfers positive Gaussian curvature on the

outside of the torus onto the spherical caps in the tight hull of R relative to G, and it

concentrates negative Gaussian curvature from the inside of the torus on the correct

hull’s singular arcs.
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CHAPTER 4

TIGHTENING OVERVIEW

4.1. Tightening bounds curvature

The two-dimensional tight hull of R relative to G is guaranteed to be smooth

when the boundaries of R and G are smooth. This is not true in higher dimensions,

as the solution to the tablecloth problem illustrates. In two dimensions, all hull-like

sets (as formalized by the hull property in Definition 12.2) have rubber band-like

boundaries that press against the convex portions of the boundaries of R and G

(Figure 4.1; Section 12.3.) If we scale each inward-pointing normal at each point on

the boundary of the tight hull of R relative to G by the signed curvature at the point,

the nonzero vectors point toward the interiors of R and G, provided R and G have

nonempty interiors and smooth, manifold boundaries (Figure 4.2.) The boundary of

Figure 4.1. The dark blue hull boundary on the right intersects the
boundaries of R and G, shaded red and green, only where they are con-
vex. The boundary of the set shaded gray on the left, which intersects
the boundary of G where it is concave, can be shortened by shaving
the set at the dashed line. The boundary does not behave like a rubber
band in tension, so the gray set is neither a tight hull nor a relative
convex hull.
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Figure 4.2. Above we show a hull boundary with the inward-pointing
normals at several points scaled by their corresponding signed curva-
tures. Each scaled normal points toward the interior of either R or G,
so the hull’s boundary is invariant under curvature flow. At the bot-
tom, we show a set in gray that is not invariant under curvature flow.
A portion of its boundary is both curved and disjoint from the bound-
aries of R and G. That portion of the boundary would be displaced by
curvature flow.

two-dimensional tight hull is then invariant under constrained curvature flow, so it

locally minimizes length [26, 68].

Because it is invariant under curvature flow, the unsupported subset of the bound-

ary of a two-dimensional hull has zero curvature. We show in Section 12.3 that it

consists of line segments tangent to the boundaries of R and G. As a result, the nor-

mal variation over an open interval of the boundary of a two-dimensional hull is no

greater than the normal variation of the interval’s support (Figure 4.3.) This implies
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Figure 4.3. On the upper left, the hull boundary is smooth, and its
normal variation precisely equals the normal variation of the supporting
set in gray. On the upper right, we use blue arrows to indicate the fan
of normals to the hull boundary at the marked vertex, and we use two
dashed blue segments to indicate the fan of normals to the gray support.
The normals to the hull are a subset of the normals to the support, and
they are the only contributor to the hull’s normal variation over any
small interval containing the vertex. At the lower left, we illustrate
how the cone of normals at a vertex on a polygonal curve subtends an
arc equal to the difference between π and the internal angle between
the edges incident on it. In the figure, the red brackets indicate two
right angles subtending a total of π radians, so the two dashed arcs
also subtend a total of π radians. The interval of angles spanned by the
normal fan at the vertex is then the difference between π and the angle
between the edges incident on the vertex. At a vertex of a polygonal
set’s hull, the interval of directions between the bounding edges of the
constraint set incident on the vertex is always contained in the interval
of directions between the hull edges incident on the vertex. As we
illustrate on the lower right, this implies the fan of normals to the hull
is always contained within the fan of normals to the constraints.

that the curvature of the boundary of a tight hull of R relative to G is no greater than

the maximum curvature of the locally convex subsets of the boundaries of R and G,

which motivates our definition of an r-tightening:
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Figure 4.4. On the left, we show a polygon in gray with its morpho-
logical opening by a disk superimposed in black. On the right, we show
the polygon’s morphological closing by the same disk in gray, with the
polygon superimposed in black.

Definition 4.1. For S ⊆ Rd, the morphological opening of S with radius r, denoted

S◦r, is the union of all d-dimensional open balls of radius r contained in S. The

morphological closing of S with radius r, denoted S•r, is defined as Sc ◦r c (Figure

4.4.)

An r-tightening of S is a tight hull of S◦r relative to Sc◦r (Figure 4.5.)

The boundary of a tightening lies in the mortar, which is the set difference S•r\S◦r

between the closing and opening of S. We can visualize the mortar in terms of rolling

a ball of on both sides the boundary of a set (Figure 4.6.) The r-mortar is the set of

points that a ball of radius r cannot reach.

Because the the morphological r-opening of a set is a union of balls of radius r, a

ball of radius r inside the opening touches every point on the opening’s boundary. If

a point on the opening’s boundary is locally convex, the curvature at the point must

be less than or equal to 1

r
, or the disk and opening’s boundary would intersect (Figure

4.7.) Because a tightening is a tight hull, its normal variation is no greater than than

the normal variation of the locally convex subset of the boundary of its constraints.

The locally convex subsets of the boundaries of the r-opening of a set S and the

r-opening of the complement of S both have curvature magnitudes less than or equal
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Figure 4.5. We show the opening of a polygon in red and the opening
of its complement in green, with the difference between the polygon
and its opening shaded gray. We outline the boundary of the polygon’s
tightening in blue. The blue curve bounds the tight hull of the red set
relative to the green set.

to 1

r
, so the magnitude of the curvature along the boundary of an r-tightening is also

less than or equal to 1

r
(Chapter 14.)

Under the definition of curvature as the rate of change of the normal as a function

of arclength, the curvature is only defined where the normal field is differentiable. A

tightening may contain points where the normals are continuous but not differentiable

(Figure 4.8,) so in Section 10.5 we provide an alternative definition of curvature that is

applicable wherever the normal field is continuous. With this definition, we can assert

that every point on the boundary of a tightening hull has a curvature in
�
−1

r
, 1
r

�
.

4.2. Continuously tightening polygons

We consider tightening polygonal data to be of special interest. In part, this

because polygonal shape representations are ubiquitous, and in part it is because the

tightening of a polygon has a simple structure. It consists of an alternating sequence

of line segments and circular arcs, where each segment is tangent to two arcs. In

singular situations, a segment may have zero length (Figure 4.9.)
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Figure 4.6. Above, we outline a polygon in black, while in gray we
show the trajectories of two balls of radius r rolling along its boundary
from both its inside and outside. We outline the rolling ball in red
at several positions along the gray trajectories. Below, we show the
polygon’s r-mortar, which is the set of points that cannot be contained
in a ball of radius r lying completely within it or its complement. The
mortar collapses to a curve along some of the polygon’s edges, but its
interior is nonempty where the polygon has a sequence of spikes. We
thicken the mortar slightly in this figure to make its lower-dimensional
portions visible.

For every polygon with a manifold boundary, there is a value of r small enough

so that the polygon’s r-tightening replaces each of its vertices with a circular arc.

We interpret the arc as performing a linear interpolation between the normals of

its tangent edges. While the change in normal occurs as an impulse at a vertex,
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Figure 4.7. On the left, we show two curves in blue and a gray disk of
radius r passing through the same point with the same normal. Both
of the curves have a curvature greater than 1

r
at the point indicated

by the blue dot, and so they locally lie within the disk. On the right,
we show a similar figure with four curves and a gray disk. All of the
curves have a curvature less than 1

r
at the marked point (the curvature

of the two upper curves curves is negative,) so none of them intersect
the interior of the gray disk in a small neighborhood of the point.

Figure 4.8. On the left, we show a line segment tangent to an arc
from a circle of radius r at a point indicated by a blue dot on the
boundary of a set shown in gray. Although the normals to the set’s
boundary are continuous, they are not differentiable. The normals’ rate
of change is zero over the line segment (which we indicate by drawing
the normal with a dashed line) and equal to 1

r
over the arc. On the

right, we show a similar figure where two arcs from circles of radius r
meet. Although the field of outward-pointing normals to the gray set
is continuous at the marked point, the rate of change of the normals
switches from −1

r
over the left arc to 1

r
over the right arc.

the arc uniformly distributes the change in the normal over a curve whose length is

proportional to r (Figure 4.10.)

As we continuously increase the value of r, the lengths of the arcs increase and

the rate of change of the normals across them decreases. Meanwhile, the lengths of
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Figure 4.9. The r-tightening of a polygon typically consists of an
alternating sequence of line segments and arcs from circles of radius r,
as shown on the left. Each segment is tangent to two arcs, one at each
endpoint. On the right we show a singular situation where two arcs
meet with normal continuity. We can consider there to be an edge of
length zero connecting the arcs.

Figure 4.10. On the left, we show the change in normal direction
that occurs at a vertex as we move from one edge incident on the
vertex to the other. In the middle, we replace the vertex with a small
arc, distributing the change in direction over the arc. On the right, we
replace the vertex with a large arc. The change in normal direction
occurs more slowly as we traverse this arc than as we traverse the small
arc in the middle or pass over the vertex on the left.

the edges that connect the arcs decrease (Figure 4.11, left.) At some value of r, two

arcs meet and an edge disappears (Figure 4.11, center.) As r continues to increase,

a new edge appears (Figure 4.11, right.) Unlike the other edges, which lie on the

polygon’s boundary, the new edge is disjoint from the opening of the polygon and its

complement, making it unsupported.
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Figure 4.11. On the right, we show a portion of a gray polygon tight-
ened with a small radius. We draw the boundary of the tightening in
blue, with dots marking the endpoints of two arcs and the edge con-
necting them. In the middle, we increase the radius used for tightening.
This makes the arcs longer, and their endpoints slide toward each other
along the polygon’s edge, eliminating the edge that connected them on
the right. On the left, we show how further increasing the tightening
radius introduces an edge into the tightening’s boundary that does not
lie on an edge from the input.

Morphologically opening a set may change its topology. Accordingly, there may

be a value of r where the topology of a set’s r-tightening changes, producing a dis-

continuous change in its boundary (Figure 4.12) Over intervals of r free of topological

changes, tightening defines an isotopy. We show in Chapter 14 that for a large class of

sets, the number of topological changes is finite, so that we can characterize tightening

as piecewise continuous.

4.3. Tightening simplifies normal fields

Over an interval of values of r where the boundary of an r-tightening is continuous,

its slack monotonically decreases. The set X of all sets that contain S◦r and exclude

Sc◦r grows larger with r because the morphological opening of a set with radius r

shrinks as r grows; the opening of a set with radius a ∈ R> is a subset of its opening

with radius b ∈ R> if a > b. As the value of r increases and X grows larger, the

minimum slack over the sets in X can only decrease.

Over an interval where the tightening is continuous, we link decreases in slack to

the behavior of unsupported edges. These edges act like shortcuts that trim slack

and unfold a curve we call the Gauss offset.
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Figure 4.12. On the top left, we show a polygon in gray with its mor-
phological opening by a small disk superimposed in black. On the top
right, we show the same polygon with a larger-radius opening superim-
posed. On the bottom left, we show the boundary of the tightening of
the polygon with a small radius in dark blue. We shade the polygon’s
opening red and the opening of its complement green. On the bottom
right, we show a similar figure illustrating tightening with a larger ra-
dius. Although the tightening on the bottom left has one connected
component, the tightening on the bottom right has two.

To define the Gauss offset of a set S ⊆ Rd, we need S to have a well-defined

normal field. A tightening’s normal field is given by the outward-pointing normals of

its bounding arcs and edges. Because a tightening contains no cusps or corners, all of

its points have unique normals, including those points where an arc and an edge or

two arcs meet. A polygon has a fan of normals at each vertex swept by the normal

to one of its incident edges as we rotate it to align with the normal to the other edge

(Figure 4.13). In Section 10.3, we provide a more general definition of a normal field

that is applicable to arbitrary subsets of Euclidean space.

The �-Gauss offset of S ⊆ Rd is the result of scaling S by a small factor � ∈ R>

and displacing each point on the boundary of S by its unit normals. If S is planar,

the �-Gauss offset of S converges to a circle as � approaches zero, but it has folds if

S is nonconvex (Figure 4.14.)
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Figure 4.13. The normal field for the set produced by tightening
on the left is defined by the normals to its bounding arcs and edges.
Because the edges of the polygon on the right meet at singular points,
each polygon vertex possesses a set of normals covering the arc swept
when we rotate the normal to one of its incident edges until it aligns
with the normal to the other edge.

Figure 4.14. On the left, we show a nonconvex polygon in gray with
its normal field indicated in blue. In the middle, we show the poly-
gon’s 1

2
-Gauss offset, which self-intersects due to the polygon’s concave

vertex. On the right, we show the polygon’s �-Gauss offset as � goes
to zero. The offset approximates a circle, but it has folds with patches
where geodesically distant points with similar normals map to nearby
points under the Gauss offset.

Suppose we define a function of direction that is equal to the number of times a ray

from the circle’s center with a given direction intersects the Gauss offset. As � goes to

zero, the value of the function for a direction converges to the number of connected

components from the set’s boundary whose normals have that direction (Figure 4.15)

We refer to this function as the polygon’s normal count (Definition 10.12.)

If S is a polygon, an edge of length l in S maps to an edge of length l� under the

�-Gauss offset of S. As � goes to zero, the contribution from the edges of S to the

length of the �-Gauss offset goes to zero. The length of the Gauss offset converges

to the integral of the normal count over the circle of directions, so the edges of S do

not contribute to this integral. A vertex, by contrast, maps to a circular arc in the
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Figure 4.15. If we pick a ray with its tail at a point in a set and
count the number of times the ray intersects the set’s �-Gauss offset,
the result depends on the tail position and on the precise value of �
when � is large. As � decreases, the set of tail positions converge to a
point and the geometry of the Gauss offset stabilizes. As � approaches
zero, the mapping from ray directions to the number of ray intersections
with the �-Gauss offset converges, defining a function we call the set’s
normal count.

Gauss offset, and it adds one to the normal count over an interval of directions. The

integral of the normal count and the length of the Gauss offset in the limit are both

equal to the sum of the absolute value of the angle change at each vertex, which is

the polygon’s slack.

The normal count of the polygon is invariant during tightening as long as tighten-

ing only replaces each polygon vertex with an arc. The vertex and the arc replacing it

contribute identical amounts of slack, as suggested previously in Figure 4.10. Every

boundary segment connecting two points has the same slack, provided the change in

normal direction over the segment is monotonic (Figure 4.16.) When an edge from

the polygon disappears and an unsupported edge replaces it, the unsupported edge

trims its incident arcs and reduces the total change in normal that occurs over them

(Figure 4.17.) This corresponds to an unfolding of the Gauss offset and a reduction

in normal count in the direction of the normal to the unsupported edge.

We formalize this result in Chapter 14. We combine tightening’s slack-reducing

and curvature-limiting properties to conclude that tightening a set simplifies its nor-

mal field. Reducing slack reduces the variation of the normals to a set, while limiting

curvature disperses the set’s normal variation over its boundary.
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Figure 4.16. On the left, we show a corner of a polygon. Slack is
concentrated at the corner and is equal to the angle between the two
edges incident on the vertex. In the middle, we cut the corner, which
divides the slack into two equal parts located at the shown vertices. We
are given two edges with a gap between them on the right. Any convex
function defined over the dashed red line that remains within the gray
triangle has slack equal to the magnitude of the difference in direction
between the edge normals. We indicate one such function with a dashed
blue curve.

Figure 4.17. On the left, we show a portion of the r-tightening of
a polygon. We mark the endpoints of two arcs from the tightening
and the tangent edge connecting them with blue dots. Two arrows
indicate the change in normal direction over one of the arcs. In the
middle, we show the tightening of the same polygon with a larger value
of r. The edge that coincided with the boundary of the opening of the
polygon and its complement is now unsupported, and only portions of
the two arcs remain on the boundary of the tightening. On the right,
we further increase the value of r. The length of the unsupported
edge increases while the lengths of the arcs incident on it decrease.
The change in normal direction indicated by the angle between the
two arrows is significantly smaller than on the left, corresponding to a
reduction in slack.
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CHAPTER 5

MEDIAL COVER OVERVIEW

Computing the tight hull of R relative to G is straightforward when R and Gc are

simple polygons. The space between R and G is then a topological annulus. We can

cut this annulus by subtracting a line segment from it. We select a vertex of R that

necessarily lies on the boundary of its tight hull, such as its leftmost vertex v. We

replicate v, yielding a vertex w at the same position as v. We then cut the annulus

using a ray extending leftward from v, introducing two edges and two new vertices,

which we link into a simple polygon. (More precisely, the polygon is weakly simple

[62] because the two edges we introduce spatially coincide.) We then find the shortest

path between vertex v and w in linear time using the funnel algorithm ([11, 39, 62],

Figure 5.1.)

We are unaware of any previously-known algorithm for computing the tight hull

or relative convex hull when R consists of multiple connected components. (Toussaint

presents a worst-case optimal O (n log n) algorithm for the geodesic hull of a set of

points within a polygon [62], but the fact that the geodesic hull is connected makes it

construction substantially different from that of a tight or relative convex hull.) When

R consists of multiple components, there are multiple sets that contain R, exclude

G, and possess manifold, rubber band-like boundaries. We refer to these sets as tight

covers (Section 12.4; Figure 5.2.) The number of tight covers may be exponential in

the number of components in R (Figure 5.3, Section 12.3) and a tight hull algorithm

must determine which components of R lie in each component of the tight hull. If

Gc contains holes, the algorithm must also determine how the hull boundary winds

around those holes (Figure 5.4.)
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Figure 5.1. On the upper left, we show a set R in red and G in
green, where R and Gc are simple polygons. The set (R ∪G)c, which
is the gap between R and G, is isotopic to an annulus. On the upper
right, we cut the annulus horizontally with a ray extending leftward
from the leftmost vertex v on the boundary of R, introducing a vertex
p on the boundary of G. We show vertices v and p as well as the ray −→vp
in red. On the lower left, we symbolically duplicate the cut and both
of its endpoints to obtain a simple gray polygon P with new vertices
w and q. We show w and q in red above v and p, respectively. On
the lower right, we construct the shortest path from v to w in linear
time. Merging the path endpoints, we obtain the shortest loop in the
annulus, which is the boundary of both the tight hull and convex hull
of R relative to G.

We define the medial cover as an example of a specific tight cover that we can

efficiently compute. In our definition (Chapter 15,) we use the medial axis to specify

a set of points that we add to R and G (Figure 5.5.) These points function as a

collection of barriers, rendering impossible any hull whose boundary crosses a barrier.

Assuming that no four vertices from the the input are cocircular, the medial cover

is the unique tight cover whose bounding loops are disjoint from the set of added
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Figure 5.2. On the left, we outline in blue the boundary of a tight
cover of a set R consisting of two squares relative to a set G equal to
the complement of a rectangle. The cover is equal to R and has two
connected components. On the right, we outline the boundary of a
tight cover of R relative to G consisting of a single component. This
tight cover is equal to the tight hull of R relative to G. We shade the
points the cover adds to R light blue.

Figure 5.3. On the left, we show several small connected components
of R arranged at points on a circle. Taking G to be empty, we show
two tight covers of R relative to G at the middle and right. As shown
in Section 12.3, the number of covers is not bounded by a polynomial
function of components of R.

points. It can also be characterized as the tight cover whose boundary is isotopic to

the set of points equidistant from R and G (Figure 5.6,) given that the deforming set

contains R and excludes G throughout the isotopy.

Like the tight hull, the medial cover is symmetric with respect to set complement

(Definition 8.28;) the set of points equidistant from R and G is the same as the set

equidistant between G and R. The convex hull of R relative to G, by contrast, is

asymmetric. It is the largest tight cover of R relative to G when the tight covers are

ordered by set inclusion (Chapter 15,) implying that the complement of the convex

hull of G relative to R is the smallest (Figure 5.7.)
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Figure 5.4. We show four tight covers of R relative to G. The cover in
the upper left consists of two connected components. The other three
covers each consist of a single component, although the component from
the cover at the upper right has a hole. The two covers at the bottom
are isotopic to each other in the plane, but they cannot be deformed
into one another if we constrain the deforming set to contain R and
exclude G.
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Figure 5.5. In the upper left, we show the sets R and G from Figure
5.4 in red and green, respectively. In the upper right, we show four of
the maximal disks centered on the medial axis of (R ∪G)c. For each
disk, we take the convex hull of the points where it touches R and add
the result to R. Similarly, we take the convex hull of the points where
the disk touches G and add the result to G. In this example, we add
no points to R, but we do add points to G. We show three of the line
segments we add to G in green. In the lower left, we show R with the
augmented green set G�. The set (R ∪G�)c consists of disjoint annuli.
In the lower right we show the medial tightening of R relative to G,
which we obtain by constructing the shortest loop in each annulus. This
medial tightening consists of two components. It is equal to the tight
cover shown in the upper right of Figure 5.4, and it is different from
the tight hull of R relative to G.
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Figure 5.6. Above, we show R and G with the medial axis of (R ∪G)c

in gray and the points equidistant from R and G (which form a subset
of the the medial axis) in black. Below, we show the medial cover of R
relative to G in blue. The black loops above may be deformed to the
blue loops on the right without intersecting the interiors of R or G.
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Figure 5.7. At the top left, we show the convex hull of R relative to
G, which consists of a single large component. At the top middle, we
show the tight hull of R relative to G, which in this case is identical to
the convex hull of R relative to G. At the top right, we show the medial
cover of R relative to G, which groups nearby components of R into two
separate components. At the bottom left, we show the complement of
the convex hull of G relative to R. While the convex hull of R relative
to G is the largest tight cover, this cover is the smallest. At the bottom
middle, we show the complement of the tight hull of G relative to R,
and at the bottom right we show the complement of the medial cover of
G relative to R. Because the tight hull and medial cover are symmetric
with respect to set complement, the top middle and bottom middle
images are identical, as are the images at top and bottom right.
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CHAPTER 6

IMPLEMENTATION OVERVIEW

Assume that the complement of G is a simple polygon, and assume R consists

of one or more disjoint simple polygons lying in Gc. We can compute a tight cover

given any triangulation of the gap between R and G, and the triangulation requires

time in O (n log n) if R and G have a total of n vertices. We define a triangle from

the triangulation to be mixed if its vertices lie on the boundaries of both R and G. If

its vertices lie only on R, it is red, and if they lie only on G, it is green (Figure 6.1.)

Because each mixed triangle has exactly two mixed edges, each with one vertex on

the boundary of R and the other on the boundary of G, a mixed triangle connects to

exactly two other mixed triangles. As a result, he mixed triangles form loops or cycles

that define annuli. The tight hull of the bounded component of the complement of

each annulus relative to the unbounded component can be computed in linear time, as

Figure 6.1. On the left, we show a triangulation of the space between
R and G. On the right, we shade the triangles whose vertices lie on the
boundaries of both R and G gray. We shade the triangle whose vertices
lie on R red, and we shade the triangle whose vertices lie on G green.
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Figure 6.2. On the left, we illustrate how each mixed triangle con-
nects to two mixed triangles, one across each of its two mixed edges.
We shade the solid triangles gray. Using a consistent triangle orienta-
tion, we can assign each mixed triangle a predecessor and successor.
We indicate this with a black triangle at the midpoint of each mixed
edge that points from the mixed triangle preceding the edge to its suc-
cessor. Because the number of mixed triangles is finite, they must form
cycles, and the union of the triangles in a cycle forms an annulus. The
unshaded triangles on the left form two annuli with disjoint interiors.
On the right, we show the shortest loop in each annulus in blue. The
cost to compute a loop is linear in the number of vertices in its annu-
lus. The sum of the vertices in all the annuli is linear in the number
of vertices in R and G, so the cost to compute all the loops is linear in
the size of the input to the medial cover problem.

we explained in Chapter 5. The annuli decompose the medial cover problem into the

problem of computing a linear number hulls of polygonal inputs with trivial topology.

The decomposition keeps the total input size over all of the trivial hull subproblems

linear in the medial cover input size. The total cost of path planning for all the annuli

is then linear (Figure 6.2.) Consequently, we can compute a tight cover in O (n log n)

time. The initial step of triangulating a polygon with holes dominates the complexity.

If we compute a tight cover from an arbitrary triangulation, the cover is also

arbitrary. Because which cover an arbitrary triangulation produces is not tied to geo-

metric properties of R and G, perturbing the geometry of R and G may unpredictably
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Figure 6.3. On the left, we show a tight cover of R relative to G con-
structed from an arbitrary triangulation. We shade the solid edge con-
necting two vertices of G green and outline the hull boundary in blue.
On the right, we show the constrained Delaunay cover of R relative to
G, which we construct from a constrained Delaunay triangulation of
the space between R and G. We shade the solid edge and triangle red,
with the boundary of the constrained Delaunay cover in blue.

change the cover, even if the triangulation algorithm is deterministic. This renders

it impossible to compute an approximation of the piecewise continuous deformation

caused by tightening with a progressively increasing radius.

We can address this limitation by using a geometrically-based triangulation, such

as a constrained Delaunay triangulation. Given a representation of polygonal sets R

and G, we define the corresponding constrained Delaunay cover as the cover deter-

mined by the annuli extracted from a constrained Delaunay triangulation of the input

(Figure 6.3.) The constrained Delaunay triangulation can be computed in O (n log n)

time with standard algorithms, but it is sensitive to the way the input representation

samples the boundaries of R and G. If we insert vertices into a representation of the

edges bounding R and G, the corresponding constrained Delaunay cover of R relative

to G may change although R and G do not (Figure 6.4.) As a result, the constrained

Delaunay cover is not exclusively a function of R and G as subsets of the plane. It

depends on how we represent R and G as well.
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Figure 6.4. On the left, we show a constrained Delaunay cover con-
structed from vertices located at the corners of R and G. On the right,
we introduce a vertex into one of the edges bounding R. The con-
strained Delaunay triangulation using that vertex is different from the
one that does not, yielding a different constrained Delaunay cover.

If we densely sample the boundaries of R and G, the constrained Delaunay cover of

R relative to G stabilizes as the spacing between vertices goes to zero. In a constrained

Delaunay triangulation constructed from of a dense sampling of the boundaries of R

and G, there is a large number of thin triangles and a small number of large triangles.

As we increase the sampling density, the number of thin triangles increases while the

number of large triangles remains fixed (Figure 6.5.)

The circumcenters of the large triangles approximate bifurcation points of the

medial axis (Figure 6.6.) We can obtain the bifurcation points by computing the entire

medial axis of (R ∪G)c, which requires O (n log n) time. We then compute the points

where the maximal disk centered on each bifurcation point touches R and G, and we

add those points to the input as vertices (Figure 6.7.) The constrained Delaunay cover

of this modified input is the same as its medial cover; inserting additional vertices

has no effect (Figure 6.8.) The total computation requires O (n log n) time. This is

optimal in the worst case, because by making Gc large we can use an algorithm for

the medial cover of R relative to G to compute the convex hull of R (Figure 6.9.)
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Figure 6.5. On the left, we show a constrained Delaunay triangula-
tion of the space between uniformly sampled polygonal sets R and G.
We shade gray the triangles that only touch the boundaries of R and G
at their vertices. The gray triangles are located at corners of R and G,
and they are slightly larger than the other triangles. On the right, we
double the number of samples along the boundaries of R and G. This
doubles the number of unshaded triangles and halves their widths. It
does not affect the number or size of the gray triangles.

Figure 6.6. On the left, we zoom in on a portion of the sets R and G
shown in Figure 6.5. The vertices of the large gray triangle are close to
the points where a maximal disk centered on a bifurcation point of the
medial axis touches the polygon. We outline the maximal disk in blue
and mark its center and the points where it touches the boundaries of
R and G with blue dots. At this scale, the gray triangle’s circumcircle
and circumcenter are visually indistinguishable from the boundary of
the maximal disk and the medial axis bifurcation point. On the right,
we increase the sampling density. The triangle vertices approach the
contact points of the disk, and the triangle’s circumcenter moves even
closer to the bifurcation point.
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Figure 6.7. On the left, we show set R and G in red and green,
respectively, with a constrained Delaunay triangulation of the space
between R and G in black. In the middle, we outline the maximal
disks centered on the bifurcation points of the medial axis of (R ∪G)c

in black, and we indicate the points where the disks touch the boundary
of G with black dots. On the left, we show the result of inserting those
points into the edges of G as vertices and computing a constrained
Delaunay triangulation.

Figure 6.8. On the left, we show a constrained Delaunay triangula-
tion of vertices located at the corners of R and G. We show the cover
obtained from this triangulation in blue. In the middle, we add ad-
ditional vertices at the contact points of the maximal disks centered
on the bifurcation points of the medial axis of (R ∪G)c. The cover
obtained from the augmented vertex set is different from the cover ob-
tained from the cover on the left. On the right, we densely sample the
edges bounding R and G while retaining the vertices at bifurcation disk
contact points. Although the vertices we add by sampling change the
triangulation, they affect neither the triangles inscribed in bifurcation
disks nor the computed cover.

Rather than compute an r-tightening, we compute an approximate medial tight-

ening. The medial r-tightening of a set is the medial cover of its r-opening relative to

the r-opening of its complement. Due to the algebraic complexity of tightening with
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Figure 6.9. If we have an algorithm for computing the medial cover,
we can compute the convex hull of a nonempty set R by taking G to
be the complement of any closed disk containing R. Then no maximal
disk in the gap between R and G touches G in more than one point.
We illustrate this on the left, shading R red and G green and outlining
several maximal disks in black. The set of points equidistant from R
and G is a simple closed curve separating R and G, drawn in black on
the right. The boundaries of the convex hull of R and the medial cover
of R relative to G are both isotopic to this curve when we hold R and
G fixed. As a result, the two sets are identical. We show them in blue
on the right.

disks (Chapter 16,) we substitute a regular n-sided polygon P inscribed in a disk of

radius r for the disk used in morphological r-opening. The cost of computing the

polygonal opening with P is linear in n (Figure 6.10,) while the error between P and

its circumscribing disk is proportional to 1

n
. However, we note that the Hausdorff dis-

tance between the r-opening of a set and its opening with P may be arbitrarily large

(Figure 6.11.) Although an approximate medial tightening does not have bounded

curvature, it does have bounds on the maximum angle change at a vertex and over a

boundary interval (Figure 6.12.)
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Figure 6.10. On the left, we show a square in gray. In the middle,
we zoom in on a corner of the square. Overlaid on the corner in black,
we show the opening of the square by a regular polygon with 10 sides.
On the right, we show the opening of the square by a regular polygon
with 20 sides. When we double the number of sides in the polygon,
the number of edges at a corner of the square also doubles. While the
number of sides in the square remains constant, the number of sides in
the opening is linear in the number of sides in the polygon used for
opening.

Figure 6.11. Above, we show a set S in gray with the opening of
S using a disk of radius r overlaid in black. We outline the disk in
red. On the right, we show the opening of S using a square inscribed
in the disk. Unlike the opening of S with the disk, the opening of S
with the inscribed square is identical to S. We can make the Hausdorff
distance between the opening of S with a disk and the opening of S
with a square inscribed in the disk arbitrarily large by lengthening the
neck connecting the left and right halves of S.
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Figure 6.12. In the upper left, we illustrate how r-tightening replaces
a corner of a square with a circular arc of radius r. In the upper right,
we show how polygonal tightening replaces the corner with a piece
of a regular polygon. A total angle change of π

2
occurs between the

endpoints of the circular arc and the endpoints of the polygonal arc.
Along the circular arc, the rate of change in the normal’s direction is
1

r
, while along the polygonal arc the normal angle changes by π

10
at

each of the arc’s 5 vertices. In the lower left, we highlight an interval
over the boundary of the r-tightening in red. The change in angle
over an arclength interval of an r-tightening is no greater than 1

r
times

the interval’s length. In the lower right, we indicate two overlapping
intervals from the boundary of the polygonal r-tightening with two
overlapping red lines, one thick and one thin. An angle change of
π

5
occurs over both intervals because both intervals contain two arc

vertices. The change in angle over an interval from the boundary of a
polygonal r-tightening is no greater than r times the interval’s length
plus an error inversely proportional to n.
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CHAPTER 7

APPLICATIONS

7.1. Convergent boundary estimation

The relative convex hull provides a convergent estimate of the measure of the

boundary of a set given its rasterization on a regular lattice [58]. We conjecture that

the tight hull does as well. For instance, suppose we are given a bounded, planar set

S that is morphologically r-regular: the boundary of S is a manifold, and its interior

and exterior can both be expressed as unions of balls radius r (Figure 7.1; Definition

8.27.) We sample S on a square grid, and we color all grid points in S red and all

grid points outside of S green. We color red every edge connecting two red points and

Figure 7.1. On the left, we show a morphologically r-regular set. It
has a manifold boundary and its interior and complement can be ex-
pressed as unions of balls of radius r. The interior of the square in the
middle cannot be expressed as a union of balls of radius r, so it is not
r-regular. The set S on the right is the set difference between a disk of
radius 3r and the intersection of a concentric disk of radius r with the
set of points with rational coordinates. Because the boundary of S in-
cludes the disk containing the cloud of points with rational coordinates,
it is not a manifold curve and S is not morphologically r-regular.
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Figure 7.2. On the left, we outline a set S in black. We show a
rectangular grid of samples, with samples inside of a set S colored red
and samples outside of S colored green. On the right, we shade red
the edges and squares with red vertices, while we shade green the edges
and squares with green vertices.

every square bounded by four red edges. We likewise color green the edges connecting

green vertices and the squares bounded by green edges (Figure 7.2.)

Sloboda and Zatko prove that when the spacing the between samples goes to zero,

the measure of the boundary of the convex hull of the red set R relative to the green

set G converges to the measure of the boundary of S (Figure 7.3; [58].) In Chapter

18, we show that in this situation the tight hull of R relative to G is identical to the

convex hull of R relative to G. As a result, the boundary estimates from the tight hull

and relative convex hull agree, implying the tight hull provides a convergent boundary

measure estimate in two dimensions.

While Peano and Jordan [30, 45] obtained convergent estimates of the d-dimensional

measure of a d-dimensional set in the 19th century (Figure 7.4,) convergent (d− 1)-
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Figure 7.3. On the left, we outline a set S with boundary length of
91.0. In the middle, we show the relative convex hull’s reconstruction
of the boundary of S from a coarse sampling in blue. The length of
the reconstructed boundary is 70.6. On the right, we show the relative
convex hull’s boundary reconstruction from a fine sampling, which has
a length of 84.2. The length of the reconstructed boundary converges
to the length of the boundary of S as the spacing between grid samples
goes to zero.

dimensional boundary measure estimation has proved more difficult. In part this is

because we can expect surfaces extracted from volume data by assembling patches

constructed from samples in local windows to have nonconvergent areas. Consider

the two-dimensional midpoint reconstruction, which we define as the the result of

placing a vertex at the midpoint of every edge and then connecting vertices whose

edges bound the same square. If the boundary of the set to be rasterized includes

a line that is not aligned with the rasterization grid, the midpoint reconstruction

exhibits staircasing (Figure 7.5.)

Although we can reduce the resulting length error by constructing boundary seg-

ments using data drawn from larger windows, there is no finite window size such

that the error vanishes as the intersample spacing vanishes (Chapter 18.) Because

the midpoint reconstruction overestimates the length of line segments that are not

aligned with the lattice axes, boundary measure estimates obtained from it contradict
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Figure 7.4. Peano and Jordan define the area of a planar set S by
overlaying a square grid on it, as illustrated on the left. Taking the
area of a square to be the product of its edge lengths, they define the
outer measure of S as the sum of the areas of the squares intersected
by S, while the inner measure is the sum of the areas of the squares
contained in S. In the middle, we shade the squares intersected by S
gray with the squares contained in S overlaid in black. If the outer
measure of S approaches the inner measure of S as the edge length of
the grid’s squares goes to zero, then S is measurable, and its measure
(or area in this case, because S is two-dimensional) is their common
limit. We illustrate the computation of inner and outer measures using
short grid edges on the right.

fundamental theorems of geometry, such as the proposition that a circle is the set of

minimum perimeter out of all sets with a given area [34].

The tight hull and the relative convex hull both cut across lattice cells, rather

than forming the staircase patterns seen in the midpoint reconstruction. Staircasing

causes slack to increase as intersample spacing decreases. Because the tight hull min-

imizes slack, we instead expect its slack to be convergent. If nonconvergent boundary

measure estimators have excess slack and the tight hull’s slack is convergent, then the

tight hull is a convergent boundary measure estimator.

Convergent boundary estimators are valuable in the numerical solution of definite

integration problems [34]. For example, the surface area of an ellipsoid or a Boolean
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Figure 7.5. On the left, we show a midpoint reconstruction of the
boundary of the set S from Figure 7.3 in blue. Compared to the bound-
ary reconstruction obtained from the relative convex hull, the midpoint
reconstruction is more jagged, which increases its length. To highlight
this behavior, we consider the rasterization of the edge of a set lying
at an angle of π

6
to the horizontal rasterization axis. If the edge of the

gray set samples on the upper right has unit length, then the midpoint
reconstruction shown has a length of 1.06. Halving the intersample
spacing as shown on the lower right does not reduce the midpoint re-
construction’s length, illustrating that it is a nonconvergent boundary
length estimator.

combination of ellipsoids cannot generally be expressed in terms of elementary func-

tions, but rasterizing ellipsoids is straightforward. Once we have a rasterization, we

can construct a boundary estimate from the volume samples whose measure converges

to the rasterized set’s boundary measure as the intersample spacing goes to zero. As-

suming tight hulls constructed from polygonal data are polyhedral, we express the

hull boundary as a triangle mesh and compute its area by summing the areas of its

triangles.

The result of that summation is a single number. While this may be all that

many problems require, the reconstructed surface itself may be valuable in some ap-

plications. For instance, suppose our input is a segmented medical image, where each
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Figure 7.6. On the left, we show an image of the facade of the
Guggenheim at Bilbao [?]. In the middle, we show a paper sculpture
used in a perfume store display [25], and on the right we show a coffee
table folded from a laser-cut sheet of stainless steel [31].

voxel is labeled as inside or outside of a given anatomical structure. The shading of

a surface we extract from the image is determined by its normals, so the surface’s

normal field ideally converges to the normal field of the segmented structure. Given

that the normal fields of tight hulls exhibit minimal variation, we can reasonably ask

whether their normal fields are convergent. If tight hull normal fields are conver-

gent, tight hulls provide a way to visualize segmented medical images with a formal

guarantee that the visualization faithfully depicts the data.

7.2. Shape design

Tight hulls may prove useful in shape design. It appears that the portion of a

tight hull disjoint from the boundaries of the sets defining it consists of developable

patches. Developable patches have properties that facilitate their representation and

manufacture, and a body of literature discusses their application to modeling in fields

such as architecture and industrial design (Figure 7.6; [24, 32, 48, 50].) While

several papers address the problem of computing a developable patch interpolating a

given curve (Figure 7.7; [24, 50],) tight hulls may be the first work on developable

surfaces with volumetric constraints.

Provided an efficient algorithm for three-dimensional tight hull construction, we

can envision interactively modeling with tight hulls by manipulating the sets they
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Figure 7.7. On the left, we show a triangulation of a boundary curve
[24] that estimates the geometry assumed by a sheet of metal pressed
by a machine. The center image [50] illustrates garment design by
interpolating seams with developable patches. The right images [50]
show how multiple patches can interpolate the same boundary curve,
providing us with motivation to determine which patch is “best.”

include and exclude. For instance, we could produce an executable illustration of

the thought experiment described in Subsection 3.1, where we press a finger into the

boundary of a hollow cylinder’s convex hull. Presently, however, such a simulation is

feasible only if all the sets involved share rotational symmetry about the same axis. At

an intermediate level of complexity, we might interactively manipulate the tight hulls

of height fields. This could provide a means for image editing and representation akin

to diffusion curves [44], but with linear gradients along the rulings of the developable

surfaces we construct.

7.3. Blending

We anticipate two significant applications of tightening. The first is to solid blend-

ing. In two dimensions, tightening a set limits the magnitude of its curvature, making

it globally smooth. By contrast, it is impossible to make a set smooth with morpho-

logical opening or closing, or with any composition of the two (Chapter 14.) At

present, we know little about the properties of tightening in three and higher di-

mensions, but tightening apparently guarantees the existence of a bounded sectional

curvature at every boundary point. Even in the absence of a guaranteed curvature

bound, tightening may produce useful blends in three dimensions, just as opening
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Figure 7.8. On the left, we show a wireframe image of a solid S with
a singular saddle point. On the right, we show a schematic illustration
of the tightening of S with a small radius, which has a unique normal
at every point.

and closing produce useful blends despite the fact that do not guarantee smoothness.

Compared to a composition of opening and closing, tightening has the advantage

that it is symmetric with respect to set complement, so it is has no bias toward either

enlarging or reducing a set.

7.4. Normal field simplification

Tightening’s second application is to normal field simplification. Tightening has

potential for use as a theoretical tool. Although we define normal fields to sets

with singularities in Section 10.3, the outward-pointing normal at a singularity is not

unique. A small-radius tightening of a set, however, is a close approximation to the

set with a unique normal at every point on its boundary (Figure 7.8.) As we increase

the tightening radius, we obtain scale-dependent versions of the set’s normal field,

which we can visualize by the coverage of of the image of the normals on a sphere

(Figure 7.9.)

7.5. Further applications

Some applications of tightening show promise but remain speculative. An exam-

ple is the use of tightening for the topological repair of polygonal models. In two

dimensions, suppose we are given an unorganized collection of edges and vertices. We
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Figure 7.9. On the top row, we show the progressive tightening of
a four-pointed star. Beneath each star we show the star’s normal field
coverage. The untightened and slightly tightened stars have identical
normal fields, but the normal field variation decreases as the tightening
radius further increases. Before disappearing entirely, the tightened
star is a disk, and its normal field uses every normal direction exactly
once.

Figure 7.10. On the left, we show a nonmanifold soup of edges and
vertices. In the middle, we shade gray the set X obtained by subtracting
the union of the input with the dilation of its nonmanifold points from
the plane. On the right, we designate the bounded component of X as
belonging to the red set R and the unbounded component as belonging
to the green set G. Our repaired model is the tight hull of R relative
to G, outlined in blue.

intersect the edges in the data, then identify nonmanifold vertices. We dilate the

nonmanifold vertices and subtract them as well as the input set from the plane. We

take the tight hull of the bounded components relative to the unbounded component

to produce a repaired model (Figure 7.10.) Due to the properties of tight hulls, the

bounding loops of the result are manifold polygons.
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This plan raises questions concerning its correctness and the feasibility of its ex-

tension to three and higher dimensions. However, it illustrates a principle employed

in the definition of a tightening: a tight hull extracts a set with a maximally convex

boundary from a tolerance zone. We can apply tight hulls to a variety of problems

by varying the tolerance zone.
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PART 2

BACKGROUND



CHAPTER 8

CONVEX STRUCTURES AND CLOSURE STRUCTURES

8.1. Overview

We begin by providing a concise notation for specifying sets of open balls. We

then use this notation to define the interior, closure, and boundary of a subset of

Euclidean space. Exchanging balls of arbitrarily small radius for balls of a fixed, finite

radius, we obtain morphological opening, morphological closing, and the mortar. We

express morphological opening and closing as compositions of dilation and erosion,

which under our definitions specialize Minkowski sum and difference. We then define

convex hulls, relative convex hulls, geodesic convex hulls, and affine hulls for subsets

of Euclidean space.

We define closure structures in terms of closed sets, whose distinguishing property

is that the intersection of closed sets is closed. We then define the closure, interior, and

boundary operators associated with a closure structure, and we additionally define

terms for describing the operators’ algebraic properties. We define convex structures

in terms of convex sets, which are stable under nested union in addition to being closed

under intersection. We distinguish convex hull operators that satisfy the exchange

axiom from those that satisfy the antiexchange axiom [63]: the former behave like

the Euclidean affine hull while the latter behave like the Euclidean convex hull.

We close by defining morphological and topological regularity, as well as symmetry

with respect to set complement. We characterize topological regularity as a symmetric

form of the open-regularity and closed-regularity used in solid modeling, and we

characterize morphological regularity as a symmetric form of being morphological

open or closed.
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8.2. Ball notation

Summary. We introduce a notation for specifying sets of balls that lie in a given

set, whose centers lie in a given set, or whose radii satisfy a given binary relation.

Definition 8.1. Given a set X, the set R ⊆ X ×X is a binary relation on X.

Notation 1. For a binary relation R on X, it is common to use an infix operator

to indicate that an ordered pair is an element of the relation. For instance, if we

associate the symbol ≤ with R, then for a, b ∈ X, a ≤ b ⇔ (a, b) ∈ R.

Notation 2. Let Br (p) denote the d-dimensional open ball of radius r ∈ R> centered

at point p ∈ Rd:

Br (p) :=
�
q ∈ Rd | �q − p� < r

�

For an open ball b, let ρ (b) denote the radius of b and let π (b) denote its center.

Let B denote the set of all d-dimensional open balls:

B :=
�
Br (p) | (r ∈ R>) ∧

�
p ∈ Rd

��

Let BS denote the set of all d-dimensional balls contained in S ⊆ Rd:

BS := {b ∈ B | b ⊆ S}

Let ∼ be a binary relation on real numbers. Then for r ∈ R>, let B∼r be denote

the set of all open balls b ∈ B such that ρ (b) ∼ r:

B∼r := {b ∈ B | ρ (b) ∼ r}

Let B (S) denote the set of open balls with centers lying in S ⊆ Rd:

B (S) := {b ∈ B | π (b) ∈ S}
86



For p ∈ Rd, let B (p) := B ({p}).

Let Br := B=r, and let BX

∼r
(Y ) := BX ∩ B∼r ∩ B (Y ).

Example 8.1. Using this notation, B>r is the set of open balls with radii greater

than r, and BS

>r
is the set of open balls contained in S with radii greater than r.

Similarly, BS

r
is the set of all open balls of radius r contained in S. The union of the

balls in Br (∂S) is the set of points within distance r of the boundary of S:

�
Br (∂S) =

�
p ∈ Rd | d (p, ∂S) < r

�

8.3. Interior, closure, opening, and closing; duality

Summary. We define topological closure, interior, and boundary operators for Eu-

clidean space using our ball notation. Restricting ourselves to balls of radius r ∈ R>,

we provide analogous definitions for morphological opening, morphological closure,

and the mortar.

8.3.1. Topological operators.

Remark 8.1. We provide definitions for the standard topologtical operators for in-

duced by the Euclidean metric. Note that a (d− 1)-dimensional set in Rd is is con-

tained in its own boundary. For example, the boundary of a line segment in R2 is a

the whole line segment, not its endpoints.

Definition 8.2. For S ⊆ Rd, the interior of S, denoted S◦, is defined as

S◦ :=
�

BS

The closure of S, denoted S−, is defined as

S− := Sc◦c

The boundary of S, denoted ∂S, is defined as
87



∂S := S− ∩ Sc−

Remark 8.2. The interior of a set is the union of all open balls contained within

it. The closure of a set is the complement of the interior of its complement, and

the boundary of a set is the intersection of the set’s closure with the closure of its

complement.

8.3.2. Morphological operators.

Summary 1. We define morphological opening, closing, and mortar. Informally, the

r-opening of a set is the set of points swept by an open ball of radius r inside the set,

the r-closing of a set is the complement of the set of points swept by a ball of radius r

rolling outside the set, and the r-mortar of a set is points that cannot be reached by a

ball disjoint from the set’s boundary. Section 4.1 contains an illustrated explanation.

Definition 8.3. For S ⊆ Rd and r ∈ R>, the morphological opening of S with radius

r, denoted S◦r, is defined as:

S◦r :=
�

BS

r

The morphological closure of S with radius r, denoted S•r, is defined as

S•r := Sc◦rc

The r-mortar of S, denoted MrS, is defined as

MrS := S •r ∩Sc•r

Remark 8.3. We define the morphological opening of a set with radius r as the

union of open balls of radius r contained within it. The morphological closure of a

set with radius r is the complement of the opening of its complement with radius r,
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and a set’s mortar is the intersection of a set’s morphological closure with radius r

with the closure of its complement.

8.3.3. Duality.

Remark 8.4. The relationship of the interior operator to the closure operators is the

same as the relationship of morphological opening to morphological closing: S− :=

Sc◦c and S•r := Sc◦rc. We formalize this relationship by defining duality.

Definition 8.4. Operators Ψ : ℘ (X) → ℘ (X) and Υ : ℘ (X) → ℘ (X) are dual if

and only Ψ (Y c) = Υ (Y )c.

Remark 8.5. Equivalently, Ψ and Υ are dual if and only if Ψ (X) = Υ (Xc)c. Topo-

logical interior and closure are dual, as are morphological opening and closing.

8.4. Dilation, erosion, and Minkowski sum and difference

Summary. We formulate definitions of dilation and erosion using open balls, and we

express morphological opening and closing as compositions of erosion and dilation.

We define Minkowski sums and differences, which generalize dilation and erosion, and

we use Minkowski operators to define generalized forms of opening and closing. In

particular, we define polygonal forms of opening and closing where a regular polygon

replaces the open disk of radius r used in morphological r-opening and r-closing.

8.4.1. Dilation, erosion, and their compositions.

Remark 8.6. Dilating a set by r ∈ R> adds to it all points within a distance r of

it, increasing its size. Similarly, erosion decreases a set’s size by removing all points

within a distance of its complement. As we explain in Remark 8.7, if we dilate a set

by r and then erode it by r, we obtain the set’s r-closure. Similarly, if we erode by r

and then dilate by r, we obtain r-opening.

Definition 8.5. For S ⊆ Rd and r ∈ R>, the dilation of S by r, denoted S ↑r, is

defined as
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S ↑r:=
�

Br (S)

The erosion of S by r, denoted S ↓r, is the dual of dilation:

S ↓r:= Sc ↑rc

The r-offset zone of S, denoted ZrS, is defined as

ZrS := S ↑r ∩Sc ↑r

Remark 8.7. We can express morphological opening and closing as compositions of

erosion and dilation:

S◦r =S ↓r↑r

S•r =S ↑r↓r

The erosion of S ↓r of S ⊆ Rd by r ∈ R> is the set of centers of all open balls of

radius r lying in S. When we dilate S ↓r to obtain S ↓r↑r, we dilate the centers of the

open balls of radius r lying in S. This yields the union of the open balls of radius r in

S, which is precisely the opening S◦r. Similar reasoning demonstrates S•r = S ↑r↓r.

Remark 8.8. The r-offset zone ZrS is the set of all points within a distance r of ∂S:

ZrS = (∂S) ↑r=
�

Br (∂S) =
�
p ∈ Rd | d (p, ∂S) < r

�

If the Hausdorff distance between two sets A,B ⊆ Rd is less than r, then ∂A ⊆

ZrB and ∂B ⊆ ZrA. However, the Hausdorff distance between A and B is less than

r if and only if A ⊆ B ↑r and B ⊆ A ↑r. The difference between the conditions is

that if A and B are within a Hausdorff distance of r, then Ac and B may not be

within a Hausdorff distance of r, despite the fact that both
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(∂A ⊆ ZrB) ∧ (∂B ⊆ ZrA)

For instance, the Hausdorff distance between a bounded set A and its complement

is infinite, but for all r ∈ R>, we have ∂A ⊆ ZrAc and ∂Ac ⊆ ZrA.

8.4.2. Minkowski sum and difference.

Summary 2. We provide definitions of the Minkowski sum and difference, which

generalize our definitions of dilation and erosion. We can interpret dilation as a

“logical,” “binary,” or “set-theoretic” convolution with a ball-shaped kernel. Minkowski

sums similarly resemble convolution, but do not necessarily use balls as kernels.

Notation 3. For S ⊆ Rd with origin o ∈ Rd, let �S denote the reflection of S about

the origin:

�S := {o+ (o− p) | p ∈ S}

Definition 8.6. For A,B ⊆ Rd, suppose we are given o ∈ Rd as the origin for B.

Then the Minkowski sum of A and B, denoted A⊕ B, is defined as

A⊕ B :=
�

p∈B

A+ (p− o)

The Minkowski difference of A and B, denoted A� B, is defined as

A� B :=
�

p∈ �B

A+ (p− o)

Remark 8.9. If we select a point as the origin for A, then A ⊕ B = B ⊕ A. By

convention, however, the set B in a Minkowski sum or difference of the form A⊕B is

referred to as the structuring element. The set A is the image or data to be processed,

while B is analogous to a convolution kernel.
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8.4.3. Dual opening and closing from adjoint erosion and dilation.

Summary 3. We present the construction of dual opening and closing operators

from adjoint dilation and erosion operators defined in terms of Minkowski operators

[28, 55].

Definition 8.7. Operators δ : Rd → Rd and ε : Rd → Rd are adjoint if and only if

for all X, Y ⊆ Rd,

X ⊆ ε (Y ) ⇔ δ (X) ⊆ Y

Definition 8.8. For B ⊆ Rd, suppose we are given o ∈ Rd as the origin for B. Then

the B-dilation δB : ℘
�
Rd

�
→ ℘

�
Rd

�
is defined as δB (S) := S ⊕ B.

The B-erosion εB : ℘
�
Rd

�
→ ℘

�
Rd

�
is defined as εB (S) := S � B.

Remark 8.10. The operators δB and εB are adjoint, while δB and ε �B are dual. In

particular, if B is symmetric about the origin then δB and εB are dual. For example,

the dilation and erosion operators ↑r and ↓r are both adjoint and dual, because the

open ball of radius r is symmetric about the origin.

The compositions δBε �B and ε �BδB are also dual:

δB
�
ε �B (Sc)

�c
=

��
Sc � �B

�
⊕ B

�c

=
��

Sc � �B
�c

� �B
�

=
�
(S ⊕ B)� �B

�
= ε �B (δB (S))

If B is symmetric about the origin, δBε �B = δBεB and ε �BδB = εBδB are dual. As

explained in Section 8.6, ↓r↑ r and ε �BδB are both closure operators that define closure

structures. Just as ↓r↑r is the interior operator for the closure structure defined by

↑r↓r, the composition δBε �B is the interior operator for the closure structure defined

by ε �BδB.
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Theorem 8.1. (Serra [55]) For S ⊆ Rd
, the composition δB

�
ε �B (S)

�
is equal to the

union of all translated copies of B that lie within S:

δB (εB (S)) :=
�

{p∈Rd|B+p⊆S}
B + p

Proof. The set

ε �B (S) =
�

p∈ �B

S + (p− o) =
�

p∈B

S + (o− p)

If q ∈ ε �B (S), then q + (p− o) ∈ S, while if q + (p− o) ∈ S, then q ∈ ε �B. Then

ε �B (S) =
�
q ∈ Rd | ∀p ∈ B : q + (p− o) ∈ S

�

=
�
q ∈ Rd | B + q ⊆ S

�

Because

δB (S) = S ⊕ B = B ⊕ S

δB
�
ε �B (S)

�
=

�

p∈B

ε �B (S) + (p− o) =
�

q∈ε �B(S)

B + q =
�

{q∈Rd|B+q⊆S}
B + q

We conclude that the composition δB
�
ε �B (S)

�
is the union of all translations of

B contained in S. �

8.4.4. Polygonal opening and closing.

Remark 8.11. If B ⊆ R2 is a regular polygon symmetric about the origin inscribed

in a circle of radius r, then δB is a polygonal form of dilation by r, while εB is a

polygonal form of erosion by r.
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Definition 8.9. For S ⊆ R2, let P ⊆ R2 be a regular polygon with an even number

k of sides inscribed in an open disk of radius r. We specify an orientation for P by

assigning a coordinate system to the plane such that P is aligned with that coordinate

system so that its origin coincides with P ’s center and the y-axis bisects one of P ’s

edges. Then the (k, r)-opening of S, denoted ◦k
r
, is defined as

S◦k
r
:=

�

{q∈R2|P+q⊆S}

P + q

The (k, r)-closing of S, denoted S•k
r
, is defined the dual of the (k, r)-opening of

S:

S•k
r
:= Sc◦k

r

c

The (k, r)-mortar of S, denoted Mk

r
S, is defined as

Mk

r
S := S•k

r
∩Sc•k

r

Remark 8.12. Our definition of the (k, r)-opening is unique because we specify an

orientation for P . Each distinct rotation of P about the origin yields a different

closure, closing, and mortar operator.

8.5. Convex hulls, relative convex hulls, and affine hulls

Summary. We provide definitions of the Euclidean convex hull, the relative convex

hull, the geodesic hull, and the Euclidean affine hull.

Definition 8.10. A set S ⊆ Rd is convex if and only if for every pair of points

p, q ∈ Rd, the closed line segment pq is contained in S. A set is concave if and only

if its complement is convex.

The Euclidean convex hull of S ⊆ Rd, denoted CH (S), is defined as the intersec-

tion of all convex sets containing S.
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Remark 8.13. Let C denote the convex subsets of Rd. Then we can write the convex

hull CH : ℘
�
Rd

�
→ ℘

�
Rd

�
as

CH (S) =
�

{X ∈ C | S ⊆ X}

Different authors define convex subsets of Euclidean space and Euclidean convex

hulls in different but logically equivalent ways. Definition 8.10 is typical. For an

illustrated discussion of convex sets and convex hulls, see Subsection 3.2.1.

Definition 8.11. For G ⊆ Rd, a set S ⊆ Gc is convex relative to G if and only if for

all p, q ∈ S,

pq ⊆ Gc ⇒ pq ⊆ S

The convex hull of S ⊆ Gc
relative to G, denoted CH (S | G), is the intersection

of all sets convex relative to G containing S.

Remark 8.14. This definition of the relative convex hull is based on the definition

provided by Sklansky and Kibler [57], which was later adopted by Sloboda and Zatko

[58]. For an illustrated discussion of the relative convex hull, see Subsection 3.2.2.

Definition 8.12. Suppose that there is a unique shortest path between every pair

of points in the complement of G ⊆ Rd. Then S ⊆ Gc is geodesically convex relative

to G if and only if for every p, q ∈ S, the shortest path connecting p and q in Gc is

contained in S.

The geodesic hull of S ⊆ Gc
relative to G, denoted GH(S | G), is the intersection

of all sets geodesically convex relative to G that contain S.

Remark 8.15. We extend Toussaint’s definition [62], who establishes the existence

of a unique shortest path between every pair of points by assuming Gc is a simple

polygon. If there is not always a unique shortest path between two points, we may
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alternatively define a set as geodesically convex if and only if it contains every path

of minimum length connecting any pair of its points.

Definition 8.13. A set S ⊆ Rd is affine if and only if for every pair of points

p, q ∈ Rd, the line ←→pq is contained in S.

The Euclidean affine hull of S ⊆ Rd, denoted AH(S), is the intersection of all

affine sets containing S.

Remark 8.16. The affine hull of S ⊆ Rd is the lowest-dimensional affine subspace

containing S. For instance, if S ⊆ R3 is a circle lying in three dimensions, the affine

hull of S is the plane containing it.

8.6. Closure structures

Summary. We provide a definition of closure structures, which capture the properties

common to operators like topological and morphological closure. We define properties

important to operators associated with closure structures. We introduce self-duality

and invariance with respect to set complement, which are operator properties related

to duality.

8.6.1. Closure structures and closure operators.

Summary 4. As in van de Vel’s monograph [63], we define closure structures in

terms of closed sets, and we define the closure, interior, and boundary operators

determined by a closure structure.

Definition 8.14. For a set X, suppose C ⊆ ℘ (X). Then the pair (X,C) is a closure

structure if and only if

(1) ∅ ∈ C

(2) X ∈ C

(3) For all D ⊆ C,
�

D ∈ C.
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If (X,C) is a closure structure, we say the elements of C are closed. A set Y ⊆ X is

open if and only if Y c is closed.

Remark 8.17. The key property of a closure structure (X,C) is that any intersection

of closed sets is closed. Defining the set X as closed guarantees that every subset of

X is contained in a closed set, while defining the empty set to be closed entails that

the intersection of disjoint closed sets is closed.

Definition 8.15. For a closure structure (X,C), the closure operator Ψ : ℘ (X) →

℘ (X) is defined as

Ψ (Y ) :=
�

{Z ∈ C | Y ⊆ Z}

The interior operator Φ : ℘ (X) → ℘ (X) is defined as the dual of closure:

Φ (Y ) := Ψ (Y c)c

And the boundary operator Υ : ℘ (X) → ℘ (X) is defined as

Υ (Y ) := Ψ (Y ) ∩Ψ (Y c)

Remark 8.18. The closure operator for a closure structure (X,C) maps a set S ⊆ X

to the “smallest” closed set containing S, which is the intersection of all closed sets

containing S. A closure operator uniquely defines a closure structure, and vice versa.

Topological and morphological closure are closure operators, while topological and

morphological opening are interior operators. The topological boundary and mortar

operators are boundary operators.

8.6.2. Increasing, idempotent, extensive, and antiextensive operators.

Summary 5. We define idempotent, increasing, extensive, and antiextensive oper-

ators. We also define the invariance of an operator, which is a collection of sets

containing every set the operator maps to itself.
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Definition 8.16. For set X, operator Ψ : ℘ (X) → ℘ (X) is idempotent if and only

if for all Y ⊆ X,

Ψ (Y ) = Ψ (Ψ (Y ))

Operator Ψ is increasing if and only if for all A,B ⊆ X,

A ⊆ B ⇒ Ψ (A) ⊆ Ψ (B)

Operator Ψ is extensive if and only Y ⊆ Ψ (Y ) for all Y ⊆ X, while Ψ is antiex-

tensive if and only if Ψ (Y ) ⊆ Y for all Y ⊆ X.

Remark 8.19. Closure operators are increasing, idempotent, and extensive, while

interior operators are increasing, idempotent, and antiextensive. Dilation is not idem-

potent: for S ⊆ Rd and a, b ∈ R>,

S ↑a↑b= S ↑a+b

In particular,

S ↑a↑a= S ↑2a

In contrast,

S ◦a S◦b = S◦a∨b

Where a∨ b is the maximum of a and b. When we perform a sequence of openings

with varying radii, the result is the same as a single opening with the largest radius,

so

S ◦a ◦a = S◦a
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Further note that after a single application of an idempotent operator, further

applications have no effect:

S◦a = S ◦a ◦a = S ◦a ◦a◦a = . . .

We identify sets unaffected by the application of an operator as elements of its

invariance:

Definition 8.17. The invariance of an operator Ψ : X → X, denoted IΨ, is defined

as

IΨ := {S ⊆ X | S = Ψ (S)}

8.6.3. Self-duality and invariance with respect to set complement.

Remark 8.20. We now define self-duality and invariance with respect to set com-

plement. Like duality, these properties describe the relationship between the way an

operator transforms a set and the way it transforms the set’s complement.

Definition 8.18. Operator Ψ is self-dual if and only if Ψ (Y c) = Ψ (Y )c.

Operator Ψ is invariant with respect to set complement if and only if Ψ (Y ) =

Ψ (Y c).

Remark 8.21. Examples of self-dual operators include Mason [67] and the morpho-

logical center [55]. Boundary operators are invariant with respect to set complement.

The medial axis [15, 46, 70] is invariant with respect to set complement when it is

defined as the singularities of the distance function to a set’s boundary. However,

that is not how we define the medial axis in Section 9.3.

8.7. Convex structures

Summary. We define convex structures, which capture the properties common to

the Euclidean convex hull, relative convex hull, geodesic convex hull, and Euclidean
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affine hull. We distinguish between convex geometries, whose hull operators behaves

like the Euclidean convex hull, and matroids, whose hull operators behave like the

Euclidean affine hull [63].

8.7.1. Convex structures.

Remark 8.22. Convex structures are differentiated from closure structures by the

“stability under nested union” of the sets they contain. If a collection of convex sets is

totally ordered by set inclusion, then the union of the sets in the collection is convex

[63].

Definition 8.19. For a set X, suppose C ⊆ ℘ (X). Then the pair (X,C) is a convex

structure if and only if for any D ⊆ C such that the elements of D are totally ordered

by set inclusion,
�

D ∈ C.

If (X,C) is a convex structure, we say the elements of C are convex. The closure

operator for a convex structure is a convex hull operator.

Remark 8.23. Euclidean convexity, relative convexity, geodesic convexity, and affin-

ity are convex structures.

Not every closure structure is a convex structure. For example, the union of closed

disks centered on the origin with radii in the interval (0, 1) is an open disk. Because

a union of nested closed disks is not necessarily closed, the closure structure defined

by topologically closed subsets of R2 is not a convex structure.

In the limit as r → ∞, morphological r-closure resembles the Euclidean convex

hull. However, morphologically closed sets are always topologically closed, and as

in our example involving unions of disks before, the union of topologically closed

sets may be morphologically open. As a result, the analog of morphological closure

using open halfspaces rather than open balls of finite radius does not define a convex

structure.

8.7.2. Convex geometries and matroids.
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Summary 6. We differentiate convex geometries and matroids from other convex

structures based on whether their convex hull operators satisfy the exchange or antiex-

change axiom. Convex geometries satisfy the antiexchange axiom and, like the Eu-

clidean convex hull, add points that are “between” points currently in a set. Matroids

satisfy the exchange axiom and, like the affine hull, add to a set all the points in the

space it “spans.”

Definition 8.20. A convex structure (X,C) with convex hull operator Ψ is a convex

geometry if and only if for all Y ⊆ X and all distinct p, q /∈ Ψ (Y ),

q ∈ Ψ (Y ∪ {p}) ⇔ p /∈ Ψ (Y ∪ {q}) (1)

If instead

q ∈ Ψ (Y ∪ {p}) ⇔ p ∈ Ψ (Y ∪ {q}) (2)

Then convex structure (X,C) is a matroid. Property (1) is known as the antiex-

change axiom, while (2) is the exchange axiom [63].

Remark 8.24. Euclidean convexity, relative convexity, and geodesic convexity are

convex geometries. The Euclidean affinity is a matroid. The convex hull operator

for a convex geometry formalizes “betweenness,” while the convex hull for a matroid

formalizes “spanning.” For instance, if S is a connected subset of R2 and p is a points,

the convex hull of S ∪ {p} adds to S every line segment connecting p to a point in S,

which can be interpreted as the set of all points “between” S and p. The affine hull

of S ∪ {p} has the same dimensionality as S if and only if p lies in the same affine

subspace as S. Otherwise, S ∪ {p} “spans” a higher-dimensional space than S, and

the dimensionality of the affine hull of S ∪ {p} is one greater than the dimensionality

of the affine hull of S.
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8.8. Regularity and symmetry

Summary. We provide definitions of open-regular sets and closed-regular sets, and

we introduce new definitions of thin boundaries and irreducibility. We introduce

topologically regular sets and then we redefine morphologically regular sets [1, 55] in

terms of our new definition of regularity structures. We define symmetry with respect

to set complement, and we characterize irreducible sets, regularity structures, and the

medial cover as symmetric with respect to set complement.

8.8.1. Open-regular sets, closed-regular sets, and irreducibility.

Summary 7. Compared to arbitrary subsets of Euclidean space, open-regular and

closed-regular sets have boundaries that are “thin” and “well-behaved.” An arbitrary

set can be transformed into an open-regular or closed-regular set by applying a com-

bination of interior and closure operations to it. However, further applications of

interior and closure operators do not make an open-regular or closed-regular set’s

boundary “thinner” or “better-behaved.” In particular, a composition of interior and

closure operators cannot make a set’s boundary manifold.

Substituting morphological closure for topological closure, we obtain morpholog-

ically open-regular sets and morphologically closed-regular sets, whose behavior mir-

rors the behavior of topologically open-regular and closed-regular sets. Just as re-

peated applications of topological closure and interior are not guaranteed to produce

a set with a manifold boundary, repeated applications of morphological opening or

closing are not guaranteed to produce a set whose mortar has an empty interior.

We introduce a definition of irreducibility to formalize the concept of a set whose

boundary as given by a particular closure structure’s boundary operator cannot be

made smaller or thinner using the structure’s interior and closure operators. Open-

regular and closed-regular sets are irreducible in the structure defined by topological

closure, while morphologically open-regular and closed-regular sets are irreducible in

the structure defined by morphological closure.

102



Definition 8.21. Let (X,A) be a closure structure with interior operator ◦A, closure

operator •A, and boundary operator ∂A. A set S ⊆ X has a thin boundary in (X,A)

if and only if (∂AS) ◦A = ∅.

Remark 8.25. Equivalently, a set S has a thin boundary in (X,A) if and only if

∂AS ∈ I∂A. Both open and closed sets have thin boundaries: ∂ (S•A) ⊆ I∂A and

∂ (S◦A) ⊆ I∂A. There also exist closure structures containing sets that are neither

open nor closed and yet have thin boundaries.

Definition 8.22. A set S ⊆ Rd is open-regular if and only if S = S−◦, and S is

closed-regular if and only if S = S◦−.

Theorem 8.2. (Serra [55])Let (X,A) be a closure structure with closure operator •A

and interior operator ◦A. Then the compositions ◦A•A and •A◦A are idempotent.

Remark 8.26. Because either composition of any closure structure’s closure and

interior operator are idempotent, the compositions ◦− and −◦ are idempotent in par-

ticular. Writing S◦− = S◦−◦−, we see S◦− is closed-regular for all S ⊆ Rd. Similarly,

S−◦ = S−◦−◦, so S−◦ is open-regular for all S ⊆ Rd.

Because ◦, −, ◦−, and −◦ are idempotent, the only distinct compositions of ◦ and −

are ◦, −, ◦−, −◦, ◦−◦, and −◦−. For all S ⊆ Rd, the sets S◦− and S−◦− are closed-regular,

while S−◦ and S◦−◦ are open-regular.

Example 8.2. The boundaries of open-regular and closed-regular sets have properties

that make them suitable for many solid modeling tasks. However, their boundaries are

not necessarily manifold, which is a condition required by many geometric algorithms.

For example, no composition of closure and interior operators makes the boundary of

the set shown in Figure 8.1 manifold.

Definition 8.23. A set S ⊆ Rd is morphologically open r-regular if and only if

S = S •r ◦r, and S is morphologically closed r-regular if and only if S = S ◦r •r.
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Figure 8.1. On the left, we show a set S in black consisting of two
squares rotated by π

2
and positioned so their corners touch. On the

right we the draw the boundary of S in red. The closure of S consists
of a single connected component, while the interior of S consists of two.
No matter which subset of its boundary S includes, the boundary of S
remains nonmanifold.

Remark 8.27. Because ◦r•r and •r◦r are idempotent, S ◦r •r = S ◦r •r ◦r •r, so

S ◦r •r is closed-regular for all S ⊆ Rd. Similarly, S •r ◦r = S •r ◦r •r ◦r, so S •r ◦r is

open-regular for all S ⊆ Rd.

Because ◦r, •r, ◦r•r and •r◦r are idempotent, the only distinct compositions of ◦r

and •r are ◦r, •r, ◦r•r, •r◦r, ◦r •r ◦r, and •r ◦r •r. For all S ⊆ Rd, the sets S ◦r •r

and S •r ◦r•r are closed-r-regular, while S •r ◦r and S ◦r •r◦r are open-r-regular.

Definition 8.24. Let (X,A) be a closure structure with interior operator ◦A, closure

operator •A, and boundary operator ∂A. A set S ⊆ X is irreducible in (X,A) if and

only if ∂A (S◦A) = ∂AS = ∂A (S•A).

Remark 8.28. Open-regular and closed-regular sets are irreducible in
�
Rd, I−�. Mor-

phologically open r-regular and closed r-regular sets are irreducible in
�
Rd, I•r

�
. Irre-

ducible sets have thin boundaries, but their boundaries are not necessarily manifold.

The concepts of irreducibility and thin boundary both concern the “niceness”

or “simplicity” of a set’s boundary in a given closure structure. Thin boundaries

have empty interiors, but there are thin boundaries that we can make smaller by

applying closure and interior operators. If S is irreducible in (X,A), by contrast,

its boundary is invariant under its closure structures’ interior, closure, and boundary

operators: ∂AS ∈ I◦A, ∂AS ∈ I•A, and ∂AS ∈ I∂A. Note, however, that a set that is

irreducible in one closure is not necessarily irreducible in another. An irreducible set

S in
�
Rd, I•r

�
, for instance, may have a mortar with a nonempty topological interior:

although (MrS) ◦r = ∅, we have (MrS)
◦ �= ∅.

8.8.2. Topologically and morphologically regular sets.
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Summary 8. We introduce a new definition of topologically regular sets, which have

manifold boundaries separating their interiors and exteriors. While the definition of

topological regularity does not specify which portion of its boundary a topologically

regular set contains, the closure of a topologically regular set is closed-regular, while

the interior of a topologically regular set is open-regular. A closed-regular or open-

regular set, by contrast, may not have a manifold boundary or a boundary that can

be made manifold by the application of closure and interior operators.

We also introduce a definition of the regularity structure generated by an interior

operator, which consists of topologically regular sets whose topological interior and

exterior consist of connected components invariant under the given interior operator.

Specifically, we use regularity structures to redefine morphologically r-regular sets

[1, 55], whose interior and exterior consists of connected components invariant under

morphological r-opening. We outline geometric properties of morphologically regular

sets, such as that the sectional curvatures of a morphologically r-regular set lie in
�
−1

r
, 1
r

�
, making them qualitatively smooth and blobby.

Definition 8.25. A set S ⊆ Rd is topologically regular if and only for every p ∈ ∂S

there exists an r ∈ R> such that for all ρ ∈ (0, r), both Bρ (p) ∩ S◦ and Bρ (p) ∩ Sc◦

are homeomorphic to an open ball.

Remark 8.29. If S ⊆ Rd is topologically regular, ∂S is a (d− 1)-manifold separating

S from Sc. Topologically regular sets are irreducible in
�
Rd, I−�.

Definition 8.26. Let
�
Rd, A

�
be a closure structure with interior operator Ψ. Then

S ⊆ Rd is an element of the regularity structure generated by Ψ if and only if

(1) S is topologically regular.

(2) For every K ∈ κ
�
Rd \ ∂S

�
, we have K ∈ IΨ.

Definition 8.27. A set S ⊆ Rd is morphologically r-regular if and only if it is an

element of the regularity structure generated by ◦r. If S is not morphologically r-

regular, we de r-irregular.
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Remark 8.30. Membership in a regularity structure is a stronger condition than

irreducibility: if
�
Rd, A

�
is a closure structure with interior operator Ψ, then an

element of the regularity structure generated by Ψ is irreducible in
�
Rd, A

�
, but an

irreducible set in
�
Rd, A

�
may not be part of the regularity structure generated by Ψ.

For instance, if S ⊆ Rd is morphologically r-regular, then it is irreducible in
�
Rd, I•r

�
.

However, there exists a set S ⊆ Rd irreducible in
�
Rd, I•r

�
such that (MrS)

◦ �= ∅,

implying it is not topologically regular.

Remark 8.31. If S is morphologically regular, for every ball b ∈ B2r (∂S) of radius

2r whose center lies on the boundary of S, both b∩S◦ and b∩Sc◦ are homeomorphic

to an open ball. Morever, every point p ∈ ∂S lies on both the boundary of an open

ball of radius r contained in S and the boundary of an open ball of radius r contained

in Sc. Under Definition 10.20, all sectional curvatures of S at p lie in
�
−1

r
, 1
r

�
.

8.8.3. Symmetry with respect to set complement.

Summary 9. We define a collection of sets as symmetric with respect to set com-

plement if and only if whenever the collection contains a set S, it also contains Sc.

We then define an operator that maps a pair of sets to a third set as symmetric with

repect to set complement if swapping the order of the sets in the pair exchanges the

interior and exterior of the operator’s output but preserves its boundary.

Definition 8.28. For a set X, let C ⊆ ℘ (X) be a collection of sets. Then C is

symmetric with respect to set complement if and only if for all Y ⊆ X,

Y ∈ C ⇔ Y c ∈ C

Remark 8.32. A regularity structure is symmetric with respect to set complement,

as is the collection of sets irreducible in a given closure structure. Closed sets generally

are not symmetric with respect to set complement. For instance, neither topologically

closed nor morphologically r-closed sets are symmetric with respect to set comple-

ment.
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Instead, the complement of a closed set in a closure structure is open, and the

closure operator in a closure structure pairs with a dual interior operator. Collec-

tions of sets that behave symmetrically with respect to set complement lead us to

define operators that, unlike dual operators, behave symmetrically with respect to

set complement.

Definition 8.29. For a set X and A,B ⊆ X, operator Ψ : ℘ (X) × ℘ (X) → ℘ (X)

is symmetric with respect to set complement if and only if

Ψ (A,B)◦ = Ψ (B,A)c◦ ∧Ψ (A,B)− = Ψ (B,A)c−

Remark 8.33. The medial cover of R relative to G defined in Chapter 15 is symmetric

with respect to set complement under weak assumptions on R and G. The tight hull

is not symmetric with respect to set complement under this definition because the

tight hull of R relative to G is not necessarily unique.
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CHAPTER 9

THE MEDIAL AXIS

9.1. Overview

We begin by defining the distance transform, which maps every point in space to

its distance from a given set. We then introduce the regularity transform, which maps

every point in space to the radius of the largest open ball containing the point that

lies within a given set. We define maximal balls, then define the medial axis in terms

of maximal balls (Section 9.3.) We express interior, opening, and dilation operators

in terms of maximal balls. We introduce a bloom operator that maps a point on the

medial axis to the maximal ball centered at that point. We define the contact set of a

maximal ball b in set S ⊆ Rd as the intersection of ∂b with ∂S (Definition 9.11.) We

then introduce a comb operator that maps a point of the medial axis to the convex

hull of its contact set. We use the comb operator to reformulate the definition of the

α-shape [19, 20], and we define β-shape as the dual of the α-shape. We conclude

with a brief explanation of the piecewise real analytic boundary assumption used by

Choi, Choi, and Moon [15]. Any set satisfying that assumption is homeomorphic to

its medial axis. If the set is two-dimensional, its medial axis has a graph structure

consisting of a finite number of disjoint curved edges meeting at a finite number of

vertices.

9.2. Distance and regularity transforms

Summary 10. We define the distance transform, then introduce a novel definition

of the regularity transform. We show that we can obtain dilation from the distance

transform and morphological opening from the regularity transform. We observe that
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the maximal balls that determine the regularity transform of a set are centered on

singular points of the distance transform of the set’s complement.

9.2.1. Distance transform.

Definition 9.1. For S ⊆ Rd, the distance transform DS : Rd → R≥ is defined as

DS (p) :=
��

r ∈ R> | p ∈ S ↑r −
�

Remark 9.1. This defines the distance of a point p ∈ Rd to a set S ⊆ Rd as the

least radius value r ∈ R> such that p lies in the closure of the dilation of S by r. The

distance transform specializes the Euclidean distance function:

DS (p) = d (p, S) = d (S, p)

Remark 9.2. We can obtain dilation by thresholding the distance transform:

S ↑r=
�
p ∈ Rd | DS (p) < r

�

This follows directly from the definition of the distance transform. Paraphrasing,

“The dilation of S by r is equal the set of all points contained in the interior of the

closure of a dilation of S by r or less.”

9.2.2. Regularity transform.

Summary 11. We introduce the regularity transform using the same mechanisms

that define the distance transform. The relationship between the distance transform

and the regularity transform is the relationship between distance and size, or the

relationship between a line segment of a given length and a disk of a given radius.

Informally, the regularity of a point in a set is the radius of the largest disk in the set

containing the point. It measures the “thickness” of the set around the point, giving it

close relationships to existing concepts like least and local feature size. As indicated
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in previous work [18, 55], measures of thickness can be used to determine the rate at

which a solid can be sampled so that its reconstruction from its samples has an error

bounded by the intersample spacing.

Definition 9.2. For S ⊆ Rd, the regularity transform RS : Rd → R≥ is defined as

RS (p) :=
���

r ∈ R> | p ∈ S ◦r−
�
∪ 0

�

We refer to RS (p) as the regularity of p with respect to S.

The regularity of S is defined as
�

p∈S◦− RS (p).

Claim 9.1. The regularity of point p ∈ Rd with respect to S ⊆ Rd is the greatest

radius r such that p lies in the closure of the opening of S by r. Equivalently, the

regularity of p with respect to S is the radius of the largest open ball in S whose

closure contains p:

RS (p) =
���

r ∈ R> | ∃b ∈ BS

r
: p ∈ b−

�
∪ 0

�

Remark 9.3. We can obtain opening by thresholding the regularity transform:

S◦r =
�
p ∈ Rd | RS (p) ≥ r

�◦

As with the distance transform, this follows from the definition of the regularity

transform. Paraphrasing, “The opening of S by r is the interior the set of all points

contained in the closure of the opening of S by r or less.”

Remark 9.4. For S ⊆ Rd and p ∈ S◦, suppose b ∈ BS is a ball of maximal radius

containing p. Then the center of b lies on a singular point of the distance transform

of Sc, where its gradient is undefined. Using the terminology of Section 9.3, b is a

maximal ball centered on the medial axis of S. Using the terminology of Section 9.4,

we obtain the regularity transform with a variant of the bloom of the medial axis.

9.2.3. Transforms from increasing and decreasng operators.
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Summary 12. The distance and regularity transforms suggest a method for gen-

erating transforms from operators parameterized by scale that either progressively

increase or decrease the size of a set (as determined by the ordering of sets under set

inclusion) when the scale parameter varies monotonically. We define monotonically

increasing operators, which increase the size of a set as a scale parameter increases,

and monotonically decreasing operators, which decrease set size as scale increases. We

then introduce a novel definition of expansion transforms in terms of monotonically

increasing operators, characterizing the distance transform as an expansion transform.

We also introduce contraction transforms, which we define in terms of monotonically

decreasing operators. We characterize the regularity transform as a contraction trans-

form. We conclude by defining total dual transforms, which combine an expansion

transform generated by a given operator with a contraction transform genererated by

the operator’s dual.

Definition 9.3. Let Ψ : R> × ℘
�
Rd

�
→ ℘

�
Rd

�
be an operator parameterized by a

positive real value r ∈ R> that maps one subset of Euclidean space to another. Then

Ψ is a monotonically increasing operator if and only if for all S ⊆ Rd and a, b ∈ R>,

a ≤ b ⇔ Ψa (S) ⊆ Ψb (S)

Example 9.1. Dilation and closing are monotonically increasing operators.

Definition 9.4. Let Ψ : R> × ℘
�
Rd

�
→ ℘

�
Rd

�
be an operator parameterized by a

positive real value r ∈ R> that maps one subset of Euclidean space to another. Then

Ψ is a monotonically decreasing operator if and only if for all S ⊆ Rd and a, b ∈ R>,

a ≤ b ⇔ Ψa (S) ⊇ Ψb (S)

Example 9.2. Erosion and opening are monotonically decreasing operators.

Definition 9.5. For S ⊆ Rd and monotonically increasing operator Ψ, assume

limΨr→0 (S) = S− and limr→∞ Ψr (S) = Rd. Then the expansion transform ES

Ψ
:
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Rd → R≥ of S under Ψ is defined as

ES

Ψ
(p) :=

��
r ∈ R> | p ∈ Ψr (S)

−�

Example 9.3. The expansion transform of S ⊆ Rd under dilation is the distance

transform. The expansion transform of S under morphological closing is the regularity

transform of Sc.

Definition 9.6. For S ⊆ Rd and monotonically decreasing operator Ψ, assume

limr→0 Ψr (S) = S◦ and limr→∞ Ψr (S) = ∅. The contraction transform CS

Ψ
: Rd → R≥

of S under Ψ is defined as

CS

Ψ
(p) :=

��
r ∈ R> | p ∈ Ψr (S)

−�

Example 9.4. The contraction transform of S ⊆ Rd under morphological opening is

the regularity transform. The contraction transfrom of S under erosion is the distance

transfrom of Sc.

Definition 9.7. Let Ψ be a monotonically increasing operator, and let Υ be the dual

of Ψ. The total transform of S ⊆ Rd under Ψ at p ∈ Rd, denoted T S

Ψ
(p), is defined

as

T S

Ψ
(p) :=






ES

Ψ
(p) p ∈ Sc◦

CS

Υ
(p) p ∈ S◦

ES

Ψ
(p) ∧ CS

Υ
(p) p ∈ ∂∂S

0 (∂S)◦

Example 9.5. For S ⊆ Rd, the total transform T S

↑ returns the distance of a point

p ∈ Rd to ∂S:

T S

↑ (p) = d (p, ∂S)
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For p ∈ S◦, the total transform T S

• (p) is equal to the value of the regularity transform

RS (p), while for p ∈ Sc◦ we have T S

• (p) = RS
c
(p). For p ∈ (∂S)◦, we have T S

• (p) =

0. However, for some S ⊆ Rd there may exist a point p ∈ ∂∂S such that the regularity

of p with respect to S and the regularity of p with respect to Sc are nonzero and

nonequal. In this case, the value of T S

• (p) is the minimum of the two regularity

values. For instance, if S is an open disk of radius r and p ∈ ∂S, we have T S

• (p) = r.

9.3. Maximal balls and the medial axis

Summary 13. Given a subset S of Euclidean space, we define the set of maximal

balls in S. We then define the medial axis of S as the set of the centers of the maximal

balls in S. We show that topological opening, morphological opening, and dilation

can be expressed in terms of maximal balls.

Definition 9.8. A ball b ∈ BS is maximal in S ⊆ Rd if and only if no ball a ∈ BS

exists such that b ⊂ a.

Notation 4. Let MS denote the set of all balls maximal in S ⊆ Rd:

MS =
�
b ∈ BS |∼ ∃a ∈ BS : b ⊂ a

�

Definition 9.9. The medial axis of S ⊆ Rd, denoted MAS, is defined as

MAS :=
�
π (b) | b ∈ MS

�

Remark 9.5. We can express interior, opening, and erosion using only the maximal

balls in a set. We contrast this to Definitions 8.2, 8.3, and 8.5, which use all the open

balls in a set.

S◦ =
�

MS

S◦r =
�

MS

≥r
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S ↑r=
�

b∈MS

b ↑r

Topological closure, morphological closure, and dilation can then be expressed as

dual operators: − =c◦c, •r =c ◦rc, and ↑r=c↓rc.

9.4. Bloom, contact set, and radius function

Summary 14. We introduce a definition of the bloom of a subset of the medial axis

as the union of the maximal balls centered on that subset. We then define the contact

set of a maximal ball in a set S ⊆ Rd as the intersection of its boundary with ∂S. We

define the radius function for the medial axis, and we illustrate filtering the medial

axis based on its radius function.

Definition 9.10. For S ⊆ Rd, the bloom BLS : ℘
�
MAS

�
→ ℘

�
Rd

�
is defined as

BLS (X) :=
�

MS (X)

For p ∈ Rd, let BLS (p) := BLS ({p}).

Remark 9.6. The bloom of the medial axis of S ⊆ Rd is equal to the interior of S:

BLS
�
MAS

�
= S◦. The bloom operator is an “inverse medial axis transform:” it maps

a point on the medial axis to the maximal disk centered on it.

Definition 9.11. For S ⊆ Rd with b ∈ MS, the contact set CSS (b) is defined as

CSS (b) := ∂b ∩ ∂S.

The contact set of X ⊆ MAS is defined as CSS (X) := BLS (X) ∩ ∂S.

The contact set of p ∈ MAS is defined as CSS (p) := CSS ({p}).

The set of contact components of a contact set C is defined as κ (C).

Remark 9.7. A maximal ball has at least one contact component. Under modest

assumptions, almost all maximal balls have two contact components, and no maximal
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ball has more than d + 1 contact components in Rd. The number of contact compo-

nents of a maximal ball relates to the graph structure of the medial axis, as discussed

in Section 9.6.

Definition 9.12. For S ⊆ Rd, the radius function ρS : MAS → R maps points of the

medial axis of S to the radii of the maximal balls centered on them:

ρS (p) := ρ
�
BLS (p)

�

Notation 5. For S ⊆ Rd and r ∈ R> with binary relation ∼ on R, let MAS

∼r
denote

the set of points p ∈ MAS such that ρS (p) ∼ r:

MAS

∼r
:=

�
p ∈ MAS | ρS (p) ∼ r

�

Remark 9.8. We can express opening in terms of the bloom of a trimmed medial

axis:

S◦r = BLS
�
MAS

≥r

�

Similarly, erosion trims the medial axis. If S is open,

MAS↓r = MAS

>r

While if S is closed,

MAS↓r = MAS

≥r

Dilation and morphological closure may both add and remove points from a set’s

medial axis. By duality, erosion and morphological opening may both add and remove

to the medial axis of a set’s complement.
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9.5. Comb and alpha shape

Summary 15. We introduce the comb operator, which maps a maximal disk to the

convex hull of its contact set. Applied to a set S ⊆ R2 where no maximal disk has

more than three contact points, the comb of the medial axis of S decomposes it into

simplices.

Definition 9.13. For S ⊆ Rd, the comb CMS : ℘
�
MAS

�
→ ℘

�
Rd

�
is defined as the

union over p ∈ X of the convex hull of the contact set of p:

CMS (X) :=
�

p∈X

CH
�
CSS (p)

�

Remark 9.9. The comb of the medial axis of S ⊆ Rd is equal to the closure of its

interior: CMS (MAS) = S◦−.

Definition 9.14. The β-shape of S ⊆ Rd, denoted BS

β
, is defined as

BS

β
:= CMS

�
MAS

≤β

�

The α-shape of S, denoted AS

α
, is defined as AS

α
:= BS

c

α
.

Remark 9.10. The β-shape is a polygonal analog of opening, where the disks in

opening are replaced by convex hulls of contact points of disks with radii greater

than or equal to β. Our definition of the α-shape of S ⊆ Rd is consistent with

Edelsbrunner’s [19, 20] when S consists of a finite number of points. It may contain

simplices ranging in dimension from 0 to d. Applied to other kinds of sets, our α-

shape performs a polygonal analog of closing. The contraction transform under B

is analogous to the regularity transform, and the total transform T S

A is analogous to

T S

• .
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9.6. Piecewise real analytic boundary assumption

Summary 16. The structure of a set’s medial axis can be complex if the set’s bound-

ary is complex. For instance, if a set is bounded by a fractal or has oscillatory be-

havior like that exhibited by sin 1

x
, the boundary of the set’s medial axis may have

a nonempty interior. Choi, Choi, and Moon [15] demonstrate that if the boundary

of a two-dimensional set is a manifold equal to the union of a finite number of real

analytic pieces, its medial axis has a finite graph structure. The assumption is suf-

ficiently nonrestrictive to be applicable to a useful class of sets encountered in solid

modeling.

Below, we simplify and adapt terminology and theorems from Choi, Choi, and

Moon. Their paper and related works by Wolter [70, 71] and Siddiqi and Pizer [46]

provide greater detail.

Remark 9.11. Informally, a function f : R → R of one variable is real analytic if

and only if for every x ∈ R, the Taylor series of f about x converges to f in the

neighborhood of x. A nonzero real analytic function can only have a finite number of

zeros on a bounded domain. Because the derivatives of a real analytic function are

also real analytic functions, a real analytic function has a finite number of maxima,

minima, and inflection points.

Suppose a segment X ⊆ R2 of a set’s boundary is a finite-length curve homeomor-

phic to a line segment. When we describe X as a real analytic curve, we assert that

its coordinates are real analytic functions of its arclength. Its curvature is then a real

analytic function and so has a finite number of critical points. The distance function

gX : R2 → R defined by gX (p) := d (p,X) is also real analytic, and if we construct

distance functions for a finite number of boundary segments, the sums and differences

of the distance functions are real analytic, with real analytic zero level sets. A me-

dial axis point is generally equidistant from either two points on the same boundary

segment or one point on each of two different segments. Medial axis segments then

lie on a segment from the zero level set of one boundary segment’s distance function
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or on a segment from the zero level set of the difference of two distance functions. In

either case, a medial axis segment is a real analytic curve. Moreover, the segment’s

radius function (Definition 9.12) is real analytic.

Broadly, the assumption that the boundary of a set consists of a finite number of

real analytic pieces ensures that the “complexity” of its medial axis is finite, because

the functions that characterize its behavior have a finite number of critical points.

Assumption 1. For a bounded, topologically regular set S ⊆ R2
, assume ∂S is equal

to the union of a finite number of real analytic segments.

Remark 9.12. If a set satisfies Assumption 1, its medial axis consists of a finite

number of edges, which may be curved, joining at a finite number of vertices. If a

set does not satisfy Assumption 1, it may have an infinite number of edges, and an

infinite number of edges may meet at a vertex.

Whether a medial axis point is part of a vertex or lies on an edge depends on its

number of contact components, which we define as its degree:

Definition 9.15. The degree of p ∈ MAS, denoted degS (p), is the cardinality of its

set of contact components:

degS (p) := #κ
�
CSS (p)

�

Remark 9.13. At a point p ∈ MAS,

degS (p) = lim
r→0

#κ
��
Br (p) ∩MAS

�
\ p

�

The degree of a medial axis point is the number of connected components that

remain in its neighborhood when the point is removed.

Definition 9.16. The set of edges of the medial axis of S ⊆ Rd, denoted ES, is

defined as
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ES := κ
��

p ∈ MAS | degS (p) = 2
��

Remark 9.14. Although under special circumstances an edge can be a simple closed

curve, in most cases of interest to us an edge is homeomorphic to an open line seg-

ment. Assumption 1 guarantees that edges are real analytic curves and not fractal or

otherwise pathological curves from the perspective of solid modeling. By definition,

edges do not intersect. They meet only at vertices located at their endpoints.

Definition 9.17. The set of vertices of the medial axis of S, denoted VS, is defined

as

VS :=
�

e∈ES

e− \ e

Remark 9.15. The closure of an edge includes the points at the edge’s endpoints.

Because the edges themselves do not include their endpoints, the vertices of the medial

axis are precisely the edge endpoints.

Remark 9.16. A generic medial axis point has two contact components and lies

on an edge. In nonsingular situations in two dimensions, a medial axis point with

more than two contact components is a vertex with exactly three contact components.

While a medial axis point with two contact components lies on a singular ridge of

the distance function to the boundary of a set, a medial axis point with three contact

components lies at the intersection of two singular ridges. A medial axis point may

also have a single contact component, in which case it is the tip of an edge, and the

tip’s contact component is a circular arc or the tip is a center of curvature. While a

medial axis point may have more than three contact components, this corresponds to

an input set that is not in “general position.” By slightly perturbing the set, we can

reduce the maximum number of medial axis contact components to three.

Theorem 9.1. (Choi, Choi, and Moon [15]) Under Assumption 1, the medial axis

consists of a finite number of edges and vertices.
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Remark 9.17. Informally, an endpoint of the medial axis of a set S ⊆ Rd arises from

a local curvature maximum on ∂S. Curvature maxima are a kind of critical point,

and under Assumption 1, there are a finite number of such points along ∂S. Because

each edge has at most two endpoints, the number of medial axis vertices is also finite.

###

Theorem 9.2. (Choi, Choi, and Moon ) Under Assumption 1, the edges and vertices

of the medial axis define a finite graph structure.

Remark 9.18. The essence of the proof is that edges are disjoint and each edge

connects at most two vertices.

Theorem 9.3. (Choi, Choi, and Moon; Lieutier [41]) Under Assumption 1, set S is

homotopic to its medial axis.

Remark 9.19. In two dimensions, we can retract a set S ⊆ Rd onto its medial axis

by moving each point p ∈ ∂S along the line segment connecting p to the center of the

maximal disk touching it at a rate proportional to the segment’s length. With some

refinement, the result holds when more than one maximal disk touches p. Lieutier

[41] extends the result to higher dimensions.

If S ⊆ R2 is homotopic to its medial axis, then MAS is connected if and only if S

is connected, and the number of cycles in MAS is equal to the number of holes in S.

Retraction-based approaches to establishing the homotopy implicitly parameterize

the interior of S, and such a parameterization may have uses beyond the proof of

homotopic equivalence.
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CHAPTER 10

NORMALS AND CURVATURES

10.1. Overview

This chapter defines slack, which plays a central role in our definition of tight hulls.

To define slack, we introduce a novel definition of a normal to a subset of Euclidean

space. We also define several means of describing normal variation for sets with

nondifferentiable normal fields, including generalized forms of Gaussian and mean

curvature, the Lipschitz continuity of the normals to a set, and the smooth offset

interval. These measures prove important in our later discussion of the geometry

of tightenings and tight hulls, whose boundares generally do not have differentiable

normal fields.

We begin by introducing material necessary for our definitions of normals and nor-

mal behavior. We informally describe the Hausdorff measure, which unifies measures

of set size such as length, area, and volume. We formally define the geodesic distance

between two points in a set, which is the length of the shortest path connecting them,

and we use geodesic distance to define geodesic balls and geodesic neighborhoods of

sets. We then define the dimensionality of a set, which indicates whether it consists

of points, curves, solids, or higher-dimensional components.

We introduce a new approach to the definition of normals to arbitrary subsets

of Euclidean space. Our definition proceeds in three steps. First, we define normals

to morphologically r-closed sets. We then incorporate a limiting process into this

definition to obtain normals to topologically closed sets. Finally, we define normals to

arbitrary sets by considering the connected components of the set in the neighborhood

of a point. This allows us to assign normal fields to sets that include fractals, point

clouds, and other “complex” or “pathological” subsets. We define smooth and singular
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boundary points, and we introduce a definition of normal count, which captures the

idea of a normal being “used” more than once in certain singular situations.

We define measures of normal variation, beginning with slack. Slack is a measure

of total normal variation closely related to the integral of the absolute value of Gauss-

ian curvature, but its formulation in terms of our definitions of normals and normal

behavior makes it behave differently from absolute Gaussian curvature in some cases.

We introduce a sign function that reflects whether a point’s neighborhood eventu-

ally reverses its orientation when it is offset along its normals. We then modify our

definition of slack using the sign function to obtain a new formulation of the def-

inition of Gaussian curvature. We discuss Gaussian curvature on triangle meshes,

and we describe how it concentrates at mesh vertices. We then introduce a form of

normal offsetting different from dilation in order to define a new formulation of mean

curvature, and we describe how it concentrates at mesh edges. We use our mean cur-

vature definition to define the sectional curvatures through a normal at a point. From

the interval of sectional curvatures we extract the maximum and minimum sectional

curvature, which on a smooth surface correspond to the principal curvatures.

We apply the definition of Lipschitz continuity to a set’s normals, which lets us

express a bound on the rate of change in normal direction over the set’s boundary.

Finally, we provide a new definition of the smooth offset interval at a point, which

characterizes how far we can offset the neighborhood of a point before it develops a

singularity. We relate the smooth offset interval to morphological regularity and the

sectional curvature interval.

10.2. Hausdorff measure, geodesic balls, and dimensionality

10.2.1. Hausdorff measure.

Remark 10.1. The d-dimensional Hausdorff measure of a set like a ball or cube

in Rd is its area, volume, etc., depending on the value of d. Hausdorff defined the

measure 1918 [27], and Federer [23] offers an English-language presentation of it.
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Unlike similar measures, such as the Lebesgue measure, the Hausdorff measure can

measure lower-dimensional subsets of Euclidean space. The Lebesgue measure and the

d-dimensional Hausdorff measure of a unit ball’s boundary is zero, but the (d− 1)-

dimensional Hausdorff measure of the ball’s boundary is the measure of the unit

(d− 1)-dimensional sphere, assuming the Hausdorff measure is scaled to agree with

the Lebesgue measure. In general, the dimension d in a d-dimensional Hausdorff

measure need not be an integer. We take d to be a nonnegative real.

Notation 6. Let Hd denote the d-dimensional Hausdorff measure scaled so that if X

is a d-dimensional cube with unit edge length, Hd (X) = 1.

10.2.2. Geodesic distances, balls, and neighborhoods.

Remark 10.2. The geodesic distance between two points in a path-connected set

S ⊆ Rd is the length (one-dimensional Hausdorff measure) of the shortest path con-

necting them that lies within S. The geodesic distance defines geodesic balls and

spheres analogous the balls and spheres defined by the Euclidean metric. The geo-

desic neighborhood of a point p ∈ ∂S, which is a small geodesic ball in ∂S centered

on p, proves important in many of our local measures of normal behavior.

Definition 10.1. Let S ⊆ Rd be path-connected, and for p, q ∈ S let Π denote the

set of all path-connected subsets of S containing both p and q. Then the geodesic

distance between p and q in S, denoted gS (p, q), is defined as

gS (p, q) :=
�

π∈Π

H1 (π)

For p ∈ S and X ⊆ S, the geodesic distance between p and X in S, denoted

gS (p,X), is defined as

gS (p,X) :=
�

q∈X

gS (p, q)

Let gS (X, p) := gS (p,X).
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For X, Y ⊆ S, the geodesic distance between X and Y in S, denoted gS (X, Y ),

is defined as

gS (X, Y ) :=
�

p∈Y

gS (p,X)

Remark 10.3. Because geodesic distance is defined as an infimum over one-dimensional

Hausdorff measures, it is determined by the lengths of paths or curves. Higher-

dimensional sets have infinite H1 measure and so are irrelevant to the value of the

infimum.

The remainder of the definition of the geodesic distance function specifies its value

when one or more of its arguments is a set of point, rather than a point. As with

the Euclidean distance function, the geodesic distance between a point and a set or

between two sets is an infimum of geodesic distances between pairs of points.

We now define a metric in the interest of characterizing the geodesic distance

function as a metric:

Definition 10.2. A function Ψ : X × X → R≥ is a metric if and only if for all

x, y, z ∈ X

(1) Ψ (x, y) = 0 ⇔ x = y

(2) Ψ (x, y) = Ψ (y, x)

(3) Ψ (x, z) ≤ Ψ (x, y) +Ψ (y, z)

Claim 10.1. For path-connected S ⊆ Rd, the geodesic distance function gS : S ×

S → R≥ is a metric. We consider verification of the first two conditions to be

straightforward. For the third, we note that the set of path-connected sets that each

contain x and z is a superset of the path-connected sets that each contain x, y, and

z, so the length infimum over paths connecting x to z is necessarily less than or equal

to the infimum over the smaller set of paths that also pass through y.
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Figure 10.1. Lorem ipsum dolor sit amet

Remark 10.4. Having established that the geodesic distance function for a path-

connected set is a metric, we define geodesic balls and the topology induced by the

geodesic metric.

Notation 7. For S ⊆ Rd, let gS
r
(p) denote the open geodesic ball in S of radius

r ∈ R> centered at p ∈ S:

gS
r
(p) :=

�
q ∈ S | gS (p, q) < r

�

Remark 10.5. Geodesic balls behave in many ways like their Euclidean counterparts.

This is particularly true when the radius of a ball is small, which is typical in our

work. When the radius of the geodesic neighborhood of a point on a surface is large,

the neighborhood may “join itself,” and so have topology other than that of an open

disk, such as the topology of an open annulus. In the plane, the singularities of the

Euclidean distance function to a finite set of point sites partition the plane into a

finite set of Voronoi regions, each consisting of points closest to a particular site.

In contrast, the geodesic distance function on a smooth surface in R3 may have a

singularity such that points on either side of a singularity are closest to the same site

(Figure 10.1.)

Notation 8. Let the GT denote the set of all geodesic balls in T ⊆ Rd, and let the

notation for specifying sets of balls in Euclidean described in Notation 2 apply to sets

of geodesic balls. For instance, let GTS denote the set of geodesic balls in S.

Definition 10.3. For a path-connected set T ⊆ Rd and a set S ⊆ T , the geodesic

interior of S in T , denoted S◦T , is defined as

S◦T :=
�

GTS

The geodesic complement of S in T is defined as T \ S.
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The geodesic closure of S in T , denoted S•T , is defined as

S•T := T \
�
(T \ S) ◦T

�

The geodesic boundary of S in T , denoted ∂TS, is defined as

∂TS := S •T ∩
�
(T \ S) •T

�

Remark 10.6. Given that T is path connected, the geodesic closure operator defines

a closure structure. More specifically, the geodesic distance function for T induces

a metric topology on T . Statements combining the geodesic topology on a set with

Euclidean topology can be counterintuitive. For instance, a finite-radius open geodesic

ball centered at a point on a line is an open line segment — a line segment that

does not include its endpoints. However, it contains no open Euclidean ball, so its

Euclidean interior is empty. Because it is not equal to its interior, the open line

segment is not an open set in the Euclidean topology.

Remark 10.7. Although it is possible to define a geodesic morphology or geodesic

medial axis, geodesic dilation is the operation most relevant to our contributions,

because it lets us express integrals over closed sets as limits of integrals over their

dilations when the dilation radius goes to zero.

Definition 10.4. The geodesic dilation of S in T by radius r ∈ R>, denoted S ↑T
r
, is

defined as

S ↑T
r
:=

�
GTr (S) =

�
p ∈ T | gT (p, S) < r

�

10.2.3. Hausdorff dimension and local dimensionality.

Definition 10.5. For S ⊆ Rd, the Hausdorff dimension of S, denoted HDS, is defined

as
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HDS :=
�

d∈R≥

Hd (S) = 0

Remark 10.8. Note that while we primarily work with integer dimensions, the in-

fimum in the definition of Hausdorff dimension is taken over reals. For a curve such

as a circle C in three dimensions, Hd (C) = 0 over d ∈ (1,∞). Because we take the

infimum of (1,∞), we obtain the expected dimensionality HDC = 1.

Definition 10.6. The local dimensionality of p ∈ Rd in S ⊆ Rd, denoted LDS

p
, is

defined as

LDS

p
:=

�

d∈R≥

∃r ∈ R> : ∀ρ ∈ (0, r) : Hd
�
gS
ρ
(p)

�
= 0

Remark 10.9. We introduce local dimensionality to facilitate the description of di-

mensionally heterogeneous sets — a solid ball with a protruding line segment, for

instance. The local dimensionality at a point on a set is equal to that of the highest-

dimensionality part of its neighborhood. At a point inside the ball, the local dimen-

sionality is three; at a point in the interior of the line segment, the local dimensionality

is one; while at the point where the line segment intersects the ball the local dimen-

sionality is three because the geodesic neighborhood of the intersection point includes

a portion of the solid ball.

10.3. Normals for arbitrary subsets of Euclidean space

10.3.1. Overview. We build our definition of the normals to a subset of Eu-

clidean space in three steps. First, we define normals to morphologically closed sets.

Second, we incorporate a limiting process into this definition to obtain normals to

topologically closed sets. Third, we take the union of normals to connected compo-

nents of S and Sc that lie in a ball-shaped neighborhood of p to obtain normal fields

for arbitrary subsets of Euclidean space. These fields are meant to be meaningful or
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reasonable under diverse circumstances. Our general normal field definition, for in-

stance, provides normals orthogonal to a line segment subtracted from a disk (Figure

.) It also assigns a sphere of normals to each point in a point cloud, so that measures

of normal variation over a dense cloud of points are infinite.

Measures of normal variation like integral Gaussian curvature only behave consis-

tently across smooth and nonsmooth sets if we allow a normal at a point to be “used”

more than once. Instead of a set of normals at a point, we define a nonnegative

normal count for each direction. The normal count is greater than one only at points

that are singular in two senses: they are both nonsmooth and possess a geodesic

neighborhood whose boundary has more than four critical points. We conclude by

defining the total number of times a normal is used over a region.

10.3.2. Normals to morphologically closed sets.

Remark 10.10. The definition below specifies whether or not a vector is an outward-

pointing unit normal to a morphologically closed set S ⊆ Rd at a given point in space.

If S is topologically regular, at point p ∈ ∂S where there exists a unique tangent

plane to ∂S at p, we assign a unique outward-pointing normal to S at p. Under our

definition, the dimensionality of the set of normals to S is greater at points where

S the tangent plane is not unique. If S ⊆ R2 is two-dimensional, there is a fan of

normals at a convex corner of S, while if S ⊆ R3 there is a cone of normals at a

convex corner and a fan of normals at each point along a convex edge. There are no

normals to S at points in its interior and exterior.

Our definition implicitly associates a set of normals to S with each point in space.

We provide a notation for this set of normals in Notation 10, after we complete our

definition of normals to arbitrary subsets of Euclidean space.

Definition 10.7. For S ⊆ Rd and r ∈ R>, suppose S is morphologically r-closed.

Then v ∈ Sd−1 is a normal to S at p ∈ Rd if and only if p+ rv /∈ S ↑r.
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Remark 10.11. Suppose a set S ⊆ Rd is morphologically r-closed. Its dilation S ↑r

by r is topologically open. The offset of a point p ∈ ∂S along a vector v of length r

lies inside S ↑r unless v is normal to S. If v is normal to S, the point p + v lies on

the boundary of S ↑r, rather than within it.

Claim 10.2. Suppose S ⊆ Rd is both r-closed and topologically regular. Also suppose

that point p ∈ ∂S has a unique tangent plane � to ∂S at p, with unit vector v ∈ Sd−1

orthogonal to � such that for sufficiently small � ∈ R>, we have p+ �v /∈ S ↑r. Then

v is the unique vector such that p + rv /∈ S ↑r. If for some w ∈ Sd−1 where w �= v

we have p + rw /∈ S ↑r, then there exists an open ball of radius r and center p + rw

tangent to ∂S at p on a plane orthogonal to w. This contradicts our assumption that

� is the unique tangent plane to ∂S at p.

Suppose S ⊆ R3 is a convex polyhedron (the convex hull of a finite set V ⊆ R3 of

points such that AH(V ) = R3 or HD(CH (S)) = 3; see Definition 11.7) Let p ∈ ∂S

lie in the interior of an edge e of S. Then the set of normals at p is subtends an

arc on S2 of length π − α, where α is the internal dihedral angle between the two

faces of S incident on e. Every plane through p disjoint from S contains e. We can

paramterize the set of these planes by an angle in [0, π). Out of that interval, a set

of the planes covering an interval of length α intersect S, so the planes through p

disjoint from S can be parameterized by an angular interval of length π−α. For any

such plane � and r ∈ R>, there exists an open ball b of radius r and with p ∈ ∂b

such that b ∩ S = ∅. If b has center q, then q /∈ S ↑r. Because �−→pq� = r, the vector
1

r

−→pq is a normal to S, because p+ r
�
1

r

−→pq
�
= q. Consequently, the set of normals to S

at p subtends an arc of length π − α on S2.

A similar argument establishes that if p ∈ ∂S ∩ V is a vertex of S, then the set of

normals forms a region of area 2π − α, where α is the internal solid angle at p. We

parameterize the set of all planes through p by a set of directions D ⊆ S2 that covers

half of the unit sphere, so that D has an area of 2π. A subset of those planes covering
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Figure 10.2. Lorem ipsum dolor sit amet

a solid angle of α intersects S. As above, each of the planes through p disjoint from

S defines a normal to S at p.

10.3.3. Normals to topologically closed sets.

Remark 10.12. If we apply our definition of the normals to a morphologically r-

closed set to topologically closed sets by letting r approach zero, we can obtain well-

behaved normals at many boundary points. We do not, however, obtain the fan of

normals at a concave corner of a two-dimensional set S ⊆ R2 that should match the

fan of normals we obtain at a convex corner of S (Figure 10.2.) To correct this, we in

essence perform a morphological closure of our input set S ⊆ Rd with a small radius

� ∈ R> and associate with each point p ∈ Rd the set of all normals to S•� within a

small neighborhood of p. Because the morphological closure by � fillets concavities,

we obtain the desired normals at concavities.

The definition below uses two parameters: one controls the size of a open-ball

neighborhood, while the other controls the radius used for morphological closing.

Paraphrasing the definition, we define a vector v ∈ Sd−1 to be a normal to a topo-

logically closed set S ∈ Rd at point p ∈ Rd if there is a ball-shaped neighborhood of

p with radius r such that for every smaller neighborhood of p of radius ρ < r there

exists a radius for morphological closing δ such that for every smaller radius � < δ,

vector v is a normal to the morphologically �-closed set S at some point within the

neighborhood of radius ρ.

Qualitatively, the effect is similar to a two-step process:

(1) We close S with a very small radius, which introduces new boundary patches

at concave singularities.

(2) We concentrate the normals on those patches at the singularities themselves.

Informally, we seek the limit of the normal field for S•� as � → 0. The definition

below formalizes that idea.
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Figure 10.3. Lorem ipsum dolor sit amet

Definition 10.8. Suppose S ⊆ Rd is topologically closed. Then v ∈ Sd−1 is a normal

to S at p ∈ Rd if and only if there exists an r ∈ R> such that for all ρ ∈ (0, r) such

that there exists a δ < ρ such that for all � ∈ (0, δ),

∃q ∈ Bρ (p) : q + �v /∈ S•� ↑�

Remark 10.13. Morphological closure of S by � may introduce into ∂S patch from

a sphere ∂B� (p). Note that

p /∈ (∂B� (p)) ↑�

Because the distance of p from ∂B� (p) is equal to �, not less than or equal to �. A

vector scaled by � that maps a point on ∂B� (p) to p is consequently a normal to

∂B� (p). Figure 10.3 illustrates this in the plane, where ∂B� (p) is a circle.

10.3.4. Normals to arbitrary subsets of Euclidean space.

Remark 10.14. When S ⊆ Rd is neither morphologically nor topologically closed,

we define the normals to S ∈ Rd at p ∈ Rd in terms of connected components of S

and its complement lying within a small ball-shaped neighborhood of p. Specifically,

vector v ∈ Sd−1 is a normal to S at p if there is a neighborhood Br (p) such that in all

smaller neighborhoods, vector v is normal to the closure of a connected component

S in that neighborhood, or −v is normal to the closure of a connected component of

Sc in the neighborhood.

It is possible for the closure of a connected component of S within a ball-shaped

neighborhood to fill the entire neighborhood, despite the fact that the component is

not itself a ball. A complete discussion of this situation is beyond the scope of this

dissertation, but we can obtain this kind of behavior when S is “densely woven” or
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“packed with strands,” as when

S =
��

pq | p, q ∈ Qd ∩ B1 (o)
�

For some origin o ∈ Rd with d > 2. Then the geodesic distance between two points

in the network of strands closely approximates the Euclidean distance between them.

We define every unit vector as normal to p under these conditions.

Definition 10.9. For S ⊆ Rd and p ∈ Rd, a vector v ∈ Sd−1 is normal to S at p if

and only if there exists an r ∈ R> such that for all ρ ∈ (0, r)

(1) There exists an x ∈ κ (S ∩Bρ (p)) such that v is normal to x− at a point in

Bρ (p).

(2) There exists an x ∈ κ (Sc ∩ Bρ (p)) such that −v is normal to x− at a point

in Bρ (p).

(3) Neither Bρ (p) ⊆ S nor Bρ (p) ⊆ Sc, but (Bρ (p) ∩ S)− = (Bρ (p) ∩ Sc)− =

Bρ (p)
−.

Theorem 10.1. For S ⊆ Rd
, a normal exists at p ∈ Rd

if and only if p ∈ ∂S.

Proof. Suppose p ∈ ∂S. Then neither Bρ (p) ⊆ S nor Bρ (p) ⊆ Sc, so κ (S ∩Bρ (p))

and κ (Sc ∩ Bρ (p)) are nonempty. If condition (1) or condition (2) from Defini-

tion 10.9 is true, there is a normal to S at p. Otherwise, then for every compo-

nent x ∈ κ (S ∩Bρ (p)) ∪ κ (Sc ∩ Bρ (p)), we have (xc ∩ Bρ (p))
◦ = ∅, because if

(xc ∩ Bρ (p))
◦ ⊇ ∅, there would be a closure normal defined at a point q ∈ Bρ (p)∩x−,

satisfying (1) or (2). If (xc ∩ Bρ (p))
◦ = ∅, then x− = Bρ (p)

−. Because x is any con-

nected component of S ∩Bρ (p) or Sc ∩Bρ (p), we conclude that condition (3) holds.

We conclude that if p ∈ ∂S, there is a normal to S at p.

If p ∈ S◦, then there exists an r ∈ R> such that for all ρ ∈ (0, r), we have

S ∩ Bρ (p) = Bρ (p). The normals to Bρ (p) lie on its boundary, and because Bρ (p)

does not include its boundary, there is no normal to Bρ (p) satisfying condition (1.)
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The set Sc∩Bρ (p) is empty, so there are no normal satisfying condition (2.) Because

Bρ (p) ⊆ S, condition (3) is unsatisfied as well, and we conclude that there is no

normal to S at p ∈ S◦. The proof that there is no normal to S at p ∈ S◦c is essentially

identical, leading us to conclude that there is no normal to S at p if p /∈ ∂S. Combined

with our proof that there is always a normal at p if p ∈ ∂S, we conclude a normal

exists at p ∈ Rd if and only if p ∈ ∂S. �

Remark 10.15. Now that we have defined normals to arbitrary subsets of Euclidean

space, we introduce a notation for the set of normals to a set at a point or over a set

of points. The set of normals to a topologically regular set S ⊆ Rd is empty in the

interior and exterior of S, it contains a single vector where there is a unique tangent

plane to ∂S, and it contains a fan or cone of normals at singularities such as cones or

edges. At a point p ∈ ∂S, the set of normals to S at p may contain one vector or it

may contain all vectors in Sd−1.

We define a set’s normal field as the set containing all of its point-normal pairs.

We use subsets of the normal field to specify maximal path-connected components

of point-normal pairs, over which both position and normal vary continuously. Our

motivation is that, under our normal field definitions, the boundary of a topologically

regular solid has only outward-pointing normals, but its boundary has both inward-

and outward-pointing normals. A ball, for instance, has one normal at every boundary

point, and that normal points away from the center of the ball. The ball’s boundary,

however, has two normals at each point, one pointing toward the ball’s center and

the other pointing away. This can lead to what we consider undesirable consequences

for our measures of normal variation, such as that the total mean curvature of a

sphere using its entire normal field is is zero, but the total mean curvature for a

three-dimensional ball of radius r is 4πr. The total mean curvature of the ball is the

total mean curvature of the sphere in classic differential geometry: it is the product

of the mean curvature 1

r
and the sphere’s surface area of 4πr2.
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By providing means to refer to path-connected sets of normals, we enable the

extraction of the normals from either side of an oriented surface. For instance, given

an outward-pointing normal v at a point p on a sphere, the point-normal pairs that

are path-connected to (p, v) only include outward-pointing normals. Under our defi-

nitions, taking the the mean curvature over a sphere using only its outward-pointing

normals yields the classic value of 4πr.

Notation 9. For S ⊆ Rd, let NS

p
denote the set of all v ∈ Sd−1 such that v is a normal

to S at p.

Definition 10.10. For S ⊆ Rd, the the normal field to S, denoted NFS is the set of

all point-normal pairs

NFS :=
�
(p, v) | (p ∈ ∂S) ∧

�
v ∈ NS

p

��

Notation 10. For S ⊆ Rd, X ⊆ ∂S, and Y ⊆ NFS let NS

X,Y
denote the set of

all v ∈ Sd−1 such that v is a normal to S at some point p ∈ X such that (p, v) is

path-connected to a point-normal pair x ∈ Y .

Let NS

X
:= NS

X,NFS , let NS

p,Y
:= NS

{p},Y , and let NS

X,(p,v)
:= NS

X,{(p,v)}.

Remark 10.16. If S ⊆ R3 is an orientable (d− 1)-manifold, then to obtain either

the outward- or inward-pointing subset of the normal field of S requires a single point-

normal pair. With a set of point-normal pairs, we can specify the union of inward-

and outward-pointing normal fields for a single connected component of S, as well as

combinations of inward- and outward- pointing fields from different components of S.

10.3.5. Smooth and singular points.

Definition 10.11. For S ⊆ Rd, a point p ∈ ∂S is smooth if and only if the sum of

the local dimensionality of ∂S and the dimensionality of NS

p
is equal to d− 1. Set S

is smooth if and only if for all p ∈ ∂S the set ∂S is smooth.

Point p ∈ S is singular if and only if it is not smooth.
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Figure 10.4. On the left, we show a star-shaped set. Treating the
set as lying in a horizontal plane, on the right we show the result of
tapering it as we sweep it vertically, generating a solid that might be
described as a pleated cone.

Remark 10.17. Our definition of smoothness is less restrictive than alternative in use

that require that the curvature of the boundary of a surface be continuous or infinitely

differentiable. By contrast, we define a surface in three dimensions as smooth if and

only if it has a unique tangent plane at every point. Our definition is also applicable

to subsets of Rd with dimensionality less than d − 1. For instance, if S is a planar

circle in R3, then NS

p
is a great circle in S2.

10.3.6. Normal count.

10.3.6.1. Normal count at a point.

Remark 10.18. Given S ⊆ Rd and p ∈ ∂S, measures like the slack at p (Definition

10.14) or the Gaussian curvature at p (Definition 10.17) measure the “quantity” of

normals in the neighborhood of p. If we take each normal in the neighborhood of p

to be a point on the sphere Sd−1, slack and Gaussian curvature measure the mapping

of the normals in the neighborhood of p onto the sphere. If we measure slack or

Gaussian curvature by taking the measure of the points on the sphere corresponding

to the set of normals to S at p, we generate inconsistencies involving the maximum

amount of normal variation that can occur in a point’s neighborhood. The set of

normals to S at p can potentially contain every vector in Sd−1, in which case the

measure of the points corresponding to those normals over a neighborhood of p would

equal the measure of Sd−1 — 2π for the circle in two dimensions and 4π for the sphere

in three dimensions. The problem is that slack and absolute Gaussian curvature can

be arbitrarily high in the neighborhood of a point on a set’s boundary, because the

mapping from the normals in the point’s neighborhood to the sphere can “fold over,”

“covering” points on the sphere multiple times (Figure 10.4.)
135



To preserve topological invariants like the Gauss-Bonet Theorem, we assign each

normal a nonnegative weight we call its normal count, which corresponds to the

number of times that normal is “used” or in a given neighborhood. We then compute

slack and Gaussian curvature using areas on the sphere that are weighted by normal

count.

We note that a normal count greater than one is singular in the sense that it can

be eliminated by a small perturbation. The existence of normal counts greater than

one in solid models, however, is not implausible. The set shown in Figure 10.4 might

appear in a model of a gear or citrus juicer.

We define the normal count of a vector v ∈ Sd−1 to S ⊆ Rd at p ∈ Rd by slightly

dilating the connected components of S an Sc in a small neighborhood of p. For each

dilated component k of S, we count the number of connected components of points

from k that have v as one of their normals. We take the sum of that count over all the

dilated components, then compute an analogous number using Sc. The normal count

of v is the least upper bound on those two numbers as the neighborhood size and

dilation radius vanish. The small dilation functions as a perturbation that “breaks

up” the multiple normal uses at a vertex into separates them into patches that each

use the normal once. We count the patches to obtain the normal count.

Definition 10.12. For S ⊆ Rd, the normal count of vector v ∈ Sd−1 to S at p ∈ Rd,

denoted NCS

p
(v), is a cardinal number. If neither Bρ (p) ⊆ S nor Bρ (p) ⊆ Sc,

but (Bρ (p) ∩ S)− = (Bρ (p) ∩ Sc)− = Bρ (p)
−, we define NCS

p
(v) := ℵ0. Otherwise,

NCS

p
(v) is the least cardinal over all r ∈ R> such that for all ρ ∈ (0, r) there is a

δ < ρ such that for all � ∈ (0, δ)

(1) For X = κ (S ∩ Bρ (p)), we have NCS

p
(v) ≥

�
k∈X #κ

��
p ∈ Rd | v ∈ Nk↑�

p

��

(2) For Y = κ (Sc ∩Bρ (p)), we have NCS

p
(v) ≥

�
k∈Y #κ

��
p ∈ Rd | −v ∈ Nk↑�

p

��

10.3.6.2. Normal count over a region.
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Figure 10.5. Suppose S is a cube and F is a face of F . The set
F is a connected component of points that share the same normal
v. Accordingly, we refer to F as a normal patch of S. If X ⊆ ∂S
has a “frilly” boundary, the number of connected components in the
intersection between X and F may be arbitrarily high, so counting those
connected components can overestimate normal variation. Instead, we
count over the patches that X intersects, so F counts as a single use of
vector v.

Remark 10.19. The number of uses of a normal v ∈ Sd−1 to S ⊆ Rd over a region

X ⊆ ∂S is not equal to the sum of the normal count NCS

p
(v) over all p ∈ X. If

it were, then the face of a cube would have an infinite number of uses of the same

vector, despite the fact that the normal variation of the face — which is what we

seek to measure — is zero. Instead, we decompose the normals to S into connected

components that share the same normal. The normal count for a vector over the

region X depends both on the number of patches with that normal that X intersects

as well as the greatest normal count within the intersection of X and a patch. As

illustrated in Figure , counting over the components of the intersection between X

and the normal patches from S rather than over the patches that X intersects can

overestimate normal variation. While our definition of normal count is novel, many

of these concepts follow from Kuiper’s discussion of topsets [37].

Definition 10.13. Let the set of normal patches of S ⊆ Rd for vector v ∈ Sd−1 from

Y ⊆ NFS, denoted NPS

Y
(v), be defined as

NPS

Y
(v) := κ

��
p ∈ Rd | v ∈ NS

p,Y

��

Let the normal count of vector v ∈ Sd−1 to S over X ⊆ ∂S from Y ⊆ NFS,

denoted NCS

X,Y
(v), be defined as

NCS

X,Y
(v) =

�

k∈NP
S
Y (v)

����
NCS

p
(v) | p ∈ k ∩X

�
∪ {0}

��
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10.4. Slack and Gaussian curvature

10.4.1. Overview. We define slack and Gaussian curvature, both of which mea-

sure normal variation. Informally, the “normal variation” over a surface patch is the

quantity of distinct normals associated with the patch. It is zero on a planar patch,

where the normal is the same at every point, and it increases in a fixed-radius geodesic

neighborhood of a point on a sphere as the radius of the sphere decreases.

We begin by defining slack, which is a generalized form of absolute Gaussian

curvature. The slack over a boundary patch is the integral over the unit sphere of the

normal counts for the image of that patch on the sphere. Our definition of Gaussian

curvature is based on our definition of slack, but incorporates information about

how the motion of a point’s neighborhood under its normals reverses or preserves its

orientation. While slack is nonnegative, negative orientation values corresponding to

neighborhood orientation reversals can yield negative Gaussian curvatures.

We close by considering Gaussian curvature on triangle meshes. We show that

Gaussian curvature concentrates at mesh vertices, and it can be computed by sum-

ming the angles incident on a vertex. As a result, a mesh’s total slack and Gaussian

curvature can be computed with a linear-time mesh traversal.

10.4.2. Slack.

Definition 10.14. For S ⊆ Rd, X ⊆ ∂S, and Y ⊆ NFS, the slack of S over X from

Y , denoted SLS

X,Y
, is defined as

SLS

X,Y
:=

∞�

i=1

Hd−1
��

v ∈ Sd−1 | NCS

X,Y
(v) ≥ i

��

The slack of S, denoted SLS, is defined as SLS := SLS

∂S,NF
S .

The slack of S at p ∈ ∂S from X ⊆ NFS, denoted SLS

p,X
, is defined as

SLS

p,X
:= lim

r→0

SLS

g∂Sr (p),X

Hd−1 (g∂S
r

(p))
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Remark 10.20. Once we define the slack of a set over a subset of its boundary,

the slack of the set itself is the slack over its boundary. The slack at a point is

closely related to the absolute value of the Gaussian curvature at that point. Both

measure the ratio between the area of a neighborhood of a point and the area of the

neighborhood’s image under the Gauss map as the neighborhood size goes to zero.

Under the definition of Gaussian curvature we provide in Definition 10.17, slack and

the absolute value of Gaussian curvature are identical at any point where the sign

function (Definition 10.15) over a small neighborhood of the point is constantly equal

to either positive or negative one.

Suppose S ⊆ Rd is a (d− 1)-dimensional orientable manifold with differentiable

normals. If we use classic definitions of Gaussian curvature, then the Gaussian cur-

vature at a point p ∈ S is equal the product of the principal curvatures at p. The

slack at p from p×NS

p
is twice as large as the absolute value of that product, because

the slack value will count two normals with opposite directions at every point in the

neighborhood of p. If instead we select a vector v ∈ NS

p
, the slack at p from (p, v) and

the absolute Gaussian curvature at p are equal. If S bounds a (d− 1)-dimensional

set T , then the slack of T at p and the absolute Gaussian curvature of S at p are also

equal. Although there are two normals to ∂T at each of its points, there is only one

normal to T at each of its boundary points (Figure .)

10.4.3. Gaussian curvature.

Remark 10.21. While slack measures the area of the image of the neighborhood of

a point under the Gauss map, Gaussian curvature measures signed area. The sign

is obtained from orientation information. In the following definition, we consider

a small geodesic neighborhood of a point and the normals over that neighborhood

continuously reachable from a reference normal. We seek to determine whether the

geodesic neighborhood “flips” if we advance neighborhood points sufficiently far along

their normals. If the neighborhood flips, the sign is negative. Otherwise, it is positive.
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We determine if the neighborhood flips by shooting a ray from each point in the

neighborhood of p along each of its normals until it intersects a large sphere centered

on p. The ray origins and sphere intersection points define a set of line segments

connecting every point in the neighborhood p to a matching point from a patch on

the sphere. Suppose we isotopically deform the patch on the sphere while maintaining

the correspondences between the points in the spherical patch and the points in the

neighborhood of p. We assert that if there exists a deformation such that that the

line segments “untangle” and no two segments intersect, then the neighborhood is not

flipped. If the neighborhood is flipped, by contrast, the line segments cross regardless

of how we deform the spherical patch.

Definition 10.15. For S ⊆ Rd, point p ∈ ∂S, and vector v ∈ NS

p
, the sign of S

at p for v, denoted σS

p
(v), is defined if and only if there exists a δ ∈ R> such that

for all � ∈ (0, δ), the �-geodesic neighborhood of p has an empty Euclidean interior:

gS
�
(p)◦ = ∅. If σS

p
(v) is defined, suppose that for all � ∈ (0, δ), there is an r ∈ R>

such that for all ρ ∈ (r,∞), there exists an isotopy H : [0, 1] × ∂Bρ (p) → ∂Bρ (p)

such that for all pairs P ∈ Rd × Rd given by

P :=
�
(a, b) | a ∈ gS

�
(p) ∧ b ∈

�−→
at ∩ ∂Bρ (p) | t ∈ NS

a

��

We have

∀x, y ∈
�
aH1 (b) \ a \H1 (b) | (a, b) ∈ P

�
: x ∩ y = ∅

Then σS

p
(v) := 1. Otherwise, σS

p
(v) := −1.

Example 10.1. Take S to be the unit-radius sphere: S := ∂B1 (o), for some choice

of origin o ∈ Rd. At any point p ∈ S, the normal set at p consists of two vectors, one

inward-pointing and one outward-pointing: NS

p
:= {o− p, p− o}. For the outward-

pointing vector, all sectional curvatures are one, while for the inward-pointing vector

all sectional curvatures are negative one. The Gaussian curvature should be one
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for either vector, so the sign for either vector should be one as well: σS

p
(o− p) =

σS

p
(p− o) = 1. For vector p−o, which is outward-pointing, the union of the outward-

pointing rays over a small geodesic neighborhood of p is set difference between a cone

with apex at o and the unit ball B1 (o). The ray at neighborhood point q has direction

o − q and is a subset of the ray from o with the same direction. As these rays are

distinct for all neighborhoods on ∂B1 (o), the line segments obtained by intersecting

them with a sufficiently large ball centered on p are disjoint, leading to a positive

sign: σS

p
(p− o) = 1.

For the inward-pointing vector o− p, the union of the rays over a small geodesic

neighborhood of p define a double-napped cone, with its singular point at o. The

intersection of these rays with a large sphere ∂Bρ (p) centered on p is a geodesic disk

G, but the segments connecting points on S with their corresponding ray intersection

points all converge at o. We must ask whether there is an isotopy of G on ∂Bρ (p)

that eliminates the segment intersections. Rotating G by about its center by π shifts

the connecting segments into the same conical configuration seen in our explanation

of σS

p
(p− o). As the segments no longer intersect, we have σS

p
(o− p) = 1.

Example 10.2. Let S ⊆ R3 be the epigraph of the function f : R×R → R given by

f (x, y) = xy. Let p be the origin, so p = (0, 0, 0), and let v be the vector pointing

in z-direction, so v = (0, 0, 1). The rays over a geodesic neighborhood of the origin

intersect along the plane � orthogonal to the xy-plane that intersects the xy-plane

at the line y = −x. For sufficiently large ρ, the ray segment from every point in the

neighborhood of p crosses � before intersecting ∂Bρ (p). To eliminate the intersections

between segments, we would need to reflect the points on ∂Bρ (p); for instance, we

could reflect them across �. This is equivalent to asserting that the shape operator

(Definition 11.2) has a negative determinant. Unlike the rotation used in Example

10.1, a reflection cannot be accomplished achieved by an isotopy, so σS

p
(v) = −1.

The section of f through � is a function g (t) = − t
2

2
with t =

�
x2 + y2, which has

a curvature of −1 at p. Similarly, the section of f orthogonal to � and the xy-plane
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is h (t) = t
2

2
, yielding a sectional curvature of 1. The Gaussian curvature of S at p

from v is then −1, agreeing with our sign of σS

p
(v).

Remark 10.22. The identification of point-normal pairs with a sign motivates the

decomposition of a set’s boundary into patches that share the same normal direction

and sign. This decomposition provides us with positive and negative normal counts

for each direction on the sphere. We interpret these spherical connected components

of positive and negative counts as signed “normal areas.”

Definition 10.16. For S ⊆ Rd, the set of positive normal patches for vector v ∈ Sd−1

from X ⊆ NFS, denoted NPS+

X
(v), is defined as

NPS+

X
(v) := κ

��
p ∈ Rd |

�
v ∈ NS

p,X

�
∧
�
σS

p
(v) = 1

���

The set of negative normal patches for v from X, denoted NPS−
X

(v), is defined as

NPS−
X

(v) := κ
��

p ∈ Rd |
�
v ∈ NS

p,X

�
∧
�
σS

p
(p) = −1

���

For X ⊆ ∂S and Y ⊆ NFS, assume that for all p ∈ X and vector v ∈ NS

p,Y
, the

normal count NCS

p
(v) is finite. Then the signed normal count of v to S over X from

Y , denoted SCS

X,Y
(v), is defined as

SCS

X,Y
(v) :=

�

k∈NP
S+
Y (v)

����
NCS

p
(v) | p ∈ k ∩X

�
∪ {0}

��

−
�

k∈NP
S−
Y (v)

����
NCS

p
(v) | p ∈ k ∩X

�
∪ {0}

��

Remark 10.23. The definitions of normal count and signed normal count have simi-

lar structures. In the definition of signed normal count, we decompose normal patches

into those where the sign function is positive and those where it is negative. The

signed count for a vector over a region is then the difference between the count from

the positive patches and the count from the negative patches. The signed normal
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count maps each point on the sphere to an integer, which may be positive, zero, or

negative.

We obtain integral Gaussian curvature by integrating positive and negative normal

counts separately over the sphere, and then taking their difference:

Definition 10.17. For S ⊆ Rd, X ⊆ ∂S, and Y ⊆ NFS, the Gaussian curvature of

S over X from Y , denoted GS

X,Y
, is defined as

GS

X,Y
:=

∞�

i=1

Hd−1
��

v ∈ Sd−1 | SCS

X,Y
(v) ≥ i

��

−
∞�

i=1

Hd−1
��

v ∈ Sd−1 | SCS

X,Y
(v) ≤ −i

��

The Gaussian curvature of S, denoted GS := GS

∂S,NF
S .

The Gaussian curvature of S at p ∈ ∂S for vector v ∈ Sd−1 from X ⊆ NFS,

denoted GS

(p,v)
, is defined as:

GS

(p,v)
:= lim

r→0

GS

g∂Sr (p),X

Hd−1 (g∂S
r

(p))

Remark 10.24. If S ⊆ R3 is a polyhedron, its Gaussian curvature is concentrated

at its vertices, in the sense that the Gaussian curvature of S is zero over any set that

does not contain a vertex of S. While the Gaussian curvature at a vertex of S is

infinite, the Gaussian curvature over a small neighborhood of a vertex is finite, and

the Gaussian curvature of S is equal to the sum over all vertices of S of the Gaussian

curvature over the neighborhood of each vertex.

The Gaussian curvature over the neighborhood of a vertex is given by the angle

defect formula. Suppose p is a vertex of S with n edges incident on it. If we order the

edges cyclically, we obtain a sequence of angles α1,α2, . . . ,αn between consecutive

edges, with each angle in the interval (0, π]. The angle defect formula states:
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lim
r→0

GS

g∂Sr (p)
= 2π −

n�

i=1

αi

If S is represented on a computer as a triangle mesh, computing the value of the

right side of the equation requires traversing the triangles incident on the vertex.

Computing the sum of all such values, which is the mesh’s total Gaussian curvature,

requires a single traversal of the mesh.

10.5. Mean and sectional curvature

Remark 10.25. The following definition of mean curvature is based on the idea

that “mean curvature is the gradient of surface area,” in the sense that if we “move

the surface along” the field of mean curvature normals produces by the Laplace-

Beltrami operator, its area decreases as quickly as possible out of all nearby surface

perturbations.

Definition 10.18. For S ⊆ Rd, X ⊆ ∂S, and Y ⊆ NFS and radius r ∈ R>, the

trimmed offset of X for S from Y by r, denoted X ⇑S,Y

r
, is defined as

X ⇑S,Y

r
:=

��
p (p+ rv) | (p ∈ X) ∧

�
v ∈ NS

p,Y

��
\X ↑r

Remark 10.26. If S ⊆ Rd is a topologically regular set with differentiable normals

and X ⊆ ∂S is a patch from ∂S, then X ⇑S,NF
S

r
is the trimmed outward offset of

X along the normals from S. If instead S ⊆ Rd is an orientable (d− 1)-dimensional

manifold and X is a patch from ∂S, then each point of X has two normals, and it

is displaced along both of them. Consequently, X ⇑S,NF
S

r
is the union of two offsets.

Either may be designated as the inward offset, while the other would be the outward

offset.

Definition 10.19. For S ⊆ Rd, suppose (∂S)◦ = ∅, X ⊆ ∂S, and Y ⊆ NFS. Then

the mean curvature of S over X from Y , denoted MS

X,Y
, is defined as
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MS

X,Y
:= lim

�→0

Hd−1
�
X ⇑S,Y

�

�
− Hd−1

�
X ⇑S,Y

−�

�

2� (d− 1)

The mean curvature of S, denoted MS, is defined as MS := MS

∂S,NF
S .

The mean curvature of S at p ∈ ∂S from X ⊆ NFS, denoted MS

p,X
, is defined as

MS

p,X
:= lim

r→0

MS

g∂Sr (p),X

Hd−1 (g∂S
r

(p))

Remark 10.27. If S ⊆ R3 is a solid polyhedron, its mean curvature is concentrated

on its edges, in the sense that the integral mean curvature of S is zero over any set

that that does not include an edge of S. Note that such a set would consist of one

or more planar patches from the faces of S. As with Gaussian curvature, the mean

curvature at a point on an edge is infinite, but the integral mean curvature over a

small neighborhood of an edge is finite, and the total mean curvature of S is equal to

the sum over the edges of S of the integral mean curvature over the neighborhood of

each edge.

The integral mean curvature over a small neighborhood of an edge pq is propor-

tional to the edge’s length and the angle α formed by the two faces incident on the

edge:

lim
r→0

MS

g∂Sr (pq)
=

(π − α) �p− q�
2

The factor of 2 in the formula’s denominator is due to the fact that the edge

bends along only one direction. Recall that the mean curvature of a smooth surface

in three dimensions is the average of its maximum and minimum sectional curvatures,

whose corresponding sections are orthogonal. At a mesh edge, the maximum sectional

curvature is orthogonal to the edge, and its value is determined by the change in

normal direction as we move across the edge. That value is precisely the angle between

the faces incident on the edge. The minimum sectional curvature, by contrast, lies

along the edge. The section of the edge is a line, so the sectional curvature through the
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edge is zero. The mean curvature over a neighborhood of the edge is then proportional

to half the change in angle across the edge.

If S is the boundary of a polyhedron rather than a polyhedron, then the mean

curvature over the neighborhood of an edge is zero when we compute it from the

entire normal field NFS. The two sets X ⇑S,NF
S

�
and X ⇑S,NF

S

−� are identical, so the

difference between their Hausdorff measures taken in Definition 10.19 is zero. To get

a more meaningful mean curvature value, we must designate a subset of the edge

neighborhood’s as outward-pointing. For instance, X is our edge neighborhood and

we identify (p, v) as a point-normal pair with outward-pointing normal v, we compute

MS

X,(p,v)
rather than MS

X,NF
S .

We now formalize the concept of sectional curvature:

Definition 10.20. For S ⊆ Rd and p ∈ ∂S with v ∈ NS

p
, let � be a two-dimensional

affine subspace containing the line
←−−−−→
p (p+ v). Also let Ψ : Rd → R2 isometrically map

� to R2. Then the sectional curvature of S at p from v through �, denoted SCS

p
(�),

is defined as

SCS

p,v
(�) := MΨ(S∩�)

Ψ(p),(Ψ(p),Ψ(v))

The sectional curvature interval for S at p from v, denoted SCIS
p,v

is the set of

sectional curvatures over all sections of S at p from v:

SCIS
p,v

:=
�
SCS

p,v

�
AH

�←−−−−→
p (p+ v) ∪ {q}

��
|
�
v ∈ NS

p

�
∧
�
q /∈ AH

�←−−−−→
p (p+ v)

���

The maximum curvature of S at p from v is defined to be
�
SCIS

p,v
, while the the

minimum curvature of S at p from v is defined to be
�

SCIS
p,v

Remark 10.28. On the boundary of a topologically regular set with differentiable

normals, our one-dimensional definition of mean curvature coincides with the stan-

dard definition of curvature. If S ⊆ R3 is a topologically regular set with differentiable
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normals, we expect the maximum and minimum curvatures to lie in orthogonal sec-

tions.

If S ⊆ Rd is a (d− 1)-dimensional manifold with differentiable normals, NS

p
con-

tains two normals, which yield sectional curvatures with opposite signs.

10.6. Lipschitz continuity and smooth offset interval

Remark 10.29. Lipschitz continuity lets us bound the rate of change of the normals

over the boundary of a set more simply and directly than we might using curvature.

Definition 10.21. For S ⊆ Rd, X ⊆ ∂S, and Y ⊆ NFS, the normals to S are

ω-Lipschitz continuous over X from Y for ω ∈ R> if and only if for all p, q ∈ X,

ω ≥
gS

d−1 �
NS

p,Y
,NS

q,Y

�

gS (p, q)

Let Ω denote the set of all ω such that the normals to S are ω-Lipschitz continuous

over X. Then the Lipschitz continuity of the normals to S over X is equal to the

infimum
�

ω of the values in ω.

Remark 10.30. A set with 1

r
-Lipschitz continuous normals has all sectional curva-

tures bounded by 1

r
, making it qualitatively rounded or blobby. While morpholog-

ically r-regular sets (Definition 9.2) have 1

r
-Lipschitz continuous normals, r-regular

sets are also “thick” — their interiors and exteriors are invariant under morpholog-

ical r-opening. The Lipschitz continuity of a set’s normals provides no guarantee

concerning its thickness.

Remark 10.31. The smooth offset interval at a point p measures how far a surface

patch containing p can be offset inward or outward before developing a singularity at

the offset position of p. The smooth offset interval is a set of real numbers, poten-

tially including both positive and negative numbers. Negative numbers correspond

to inward offsets.
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In its most general form, the smooth offset interval is defined for a set S ⊆ Rd, a

boundary patch X ⊆ ∂S, a point p ∈ X, and a set Y specifying a maximal connected

component of the normal field of S. The interval contains all r ∈ R such that for any

normal v to S at p where (p, v) is path connected to Y , the point p+ rv lies outside

the dilation of X by the absolute value of r. The smooth offset interval over a region

is the intersection of the smooth offset intervals at each of its points. The smooth

offset interval of S itself is the range of radii over which it can be offset without

developing singularities, which is closely related to its regularity and least feature

size. The smooth offset interval at a point provides information regarding curvature,

but behaves differently from curvature measures like the sectional curvature interval.

Definition 10.22. For S ⊆ Rd, X ⊆ ∂S, p ∈ X, and Y ⊆ NFS, the smooth offset

interval of S at p for X from Y , denoted SOIS
p,X

, is defined as

SOIS,X
p,Y

(p) :=
��

r ∈ R> | ∀v ∈ NS

p,Y
: p+ rv /∈ X ↑r

�
∪ {0}

∪
��

r ∈ R< | ∀v ∈ NS

p,Y
: p+ rv /∈ X ↑−r

�

The smooth offset interval of S over X from Y , denoted SOIS
X,Y

, is defined as

SOIS
X,Y

:=
�

p∈X

SOIS,X
p,Y

The smooth offset interval of S, denoted SOIS, is defined as SOIS := SOIS
∂S,NF

S .

The smooth offset interval of S at p from Y , denoted SOIS
p,Y

, is defined as

SOIS
p,Y

:= lim
r→∞

SOIS
g∂Sr (p),Y

Remark 10.32. Suppose S ⊆ Rd is a topologically regular set with differentiable

normals, the sectional curvature interval and smooth offset interval at p ∈ ∂S provide

identical information when the sectional curvature interval contains both positive

and negative values. Then the maximum value in the smooth offset interval is the
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negative of the reciprocal of the minimum value in sectional curvature interval, and the

minimum value in the smooth offset interval is similarly the negative of the reciprocal

of the maximum value in the sectional curvature interval. Suppose, however, that

S ⊆ R3 is an ellipsoid. Then the minimum and maximum values of the sectional

curvature interval are finite and positive. The maximum value for the smooth offset

interval is instead unbounded, and the minimum smooth offset interval value is as

before the negative of the reciprocal of the maximum sectional curvature.

Now suppose S ⊆ R2 has a boundary point p ∈ ∂S where two circular arcs of equal

radius r but opposite signed curvatures join with normal continuity. The sectional

curvature interval at p is [0], because that is the value of the mean curvature at p.

The smooth offset interval, by contrast is [−r, r]. More generally, the smooth offset

interval of a curved surface will contain a finite value. The sectional curvature interval

for a curved surface may instead be [0], as illustrated by the following example:

Example 10.3. Suppose R3 has a coordinate system with axes x, y, and z, and origin

o. In the xy-plane, let C be the union of two arcs, each subtending π

2
radians. We

take one arc from the circle of unit radius centered on (0, 1), with the arc endpoints

at (−1, 1) and (0, 0). Similarly, we take the other arc from the circle of unit radius

centered on (0,−1), with arc endpoints at (1,−1) and (0, 0). If we let S ⊆ R2 be the

epigraph of C, then the mean curvature of S at (0, 0) is zero.

We now rotate C about the y-axis while scaling it, sweeping a surface X ⊆ R3. In

a plane through the y-axis forming an unsigned dihedral angle α with the xy-plane,

we scale the y-coordinates of the points in C by π

2
− α. In the yz-plane, the scaled

curve is then a line segment from (0,−1) to (0, 1) (Figure .)

Let S ⊆ R3 be the epigraph of X. At the origin o, the unique normal v to S

is (0, 1, 0), which points along the positive y-axis. In every section of S from v, the

mean curvature of S at o is zero. The sectional curvature interval of S at o from v

is then [0]. The smooth offset interval of S at o from NFS is determined by C, and

it is equal to [−1, 1]. As stated previously, a curved surface may have a sectional
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curvature interval of [0], but the smooth offset interval of a curved surface always

contains a nonzero value.
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CHAPTER 11

TIGHT EMBEDDINGS

11.1. Overview

We begin by briefly reviewing definitions of mean and Gaussian curvature ob-

tained from the shape operator, which is the negative derivative of a surface’s normal

field. We define smoothly embedded surfaces, which are an important class of sets in

our study of the smooth theory tight embeddings. We define a smoothly embedded

surface as tight if and only if it minimizes total absolute Gaussian curvature out of

all smoothly embedded surfaces isotopic to it. We then present a theorem by Chern

and Lashof that imposes a lower bound on a surface’s total absolute curvature pro-

portional to the sum of its Betti numbers. We compare this to the Gauss-Bonnet

theorem, which states that the integral of a surface’s Gaussian curvature is equal to

2π times its Euler characteristic, which is the alternating sum of its Betti numbers.

We next consider tightness for three-dimensional polyhedra. We locate Gaussian

curvature at polyhedron vertices, with the Gaussian curvature value at a vertex given

by the angle defect formula (which we also discuss in Subsection 3.2.3.) We distinguish

between the absolute value of the Gaussian curvature at a vertex, the sum of the

positive and negative Gaussian curvature at a vertex, and the absolute Gaussian

curvature at a vertex. We define a polyhedron as tight if and only if it minimizes

the sum of its vertices’ absolute Gaussian curvatures. We then present polyhedral

versions of the Gauss-Bonnet and Chern-Lashof theorems.

We describe the equivalence in three dimensions of tightness, the two-piece prop-

erty, and the minimization of height function maxima. While the two-piece property

and minimization of height function maxima extend the definition of tightness from

polyhedra and smoothly embedded surfaces to compact subsets of R3, we show that
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sets with the two-piece property do not necessarily minimize total absolute curvature

in higher dimensions. We define the index of a height function critical point for a

smoothly embedded surface as the number of negative principal curvatures at that

point. If a smoothly embedded surface has a minimum quantity of critical points for

each index, then it is tight, but we show that not all tight embeddings minimize the

quantity of critical points for every index.

We close by adapting material from Kuiper [37] to define height function critical

points for arbitrary sets, including critical points other than maxima. We define

outward-pointing normals at critical points, and we explain the relationship between

the quantity of height function critical points and slack.

11.2. Smooth and polyhedral tightness

11.2.1. Curvature from the shape operator.

Summary 17. We express the mean and Gaussian curvature of manifolds with dif-

ferentiable normal fields in terms of the shape operator. The shape operator is the

negative of the derivative of a normal field. At a point on a (d− 1)-dimensional sur-

face in Rd, its value is a real symmetric matrix with d − 1 rows and columns. The

Gaussian curvature is the determinant of the shape operator, and we take the mean

curvature to be the trace of the shape operator divided by d− 1.

11.2.1.1. The shape operator.

Remark 11.1. In our definition of the shape operator, we omit details concerning the

local intrinsic parametrization of a surface in the neighborhood of a surface point as

well as the means of differentiating over that parametrization. Differential geometry

monographs provide more rigorous treatments of these issues [35, 59].

Our presentation of curvature and tightness in this section focuses on what we

call smoothly embedded surfaces:
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Definition 11.1. A set S ⊆ Rd is a smoothly embedded surface if and only if S

is a compact, oriented, and embedded (d− 1)-dimensional manifold, and at every

point p of S there is a unique unit normal that is differentiable over a local intrinsic

parametrization of the neighborhood of p.

Notation 11. For a smoothly embedded surface S ⊆ Rd and p ∈ S, let x ∈ Rd−1

intrinsically parametrize the neighborhood of point p. Let N (x) denote the normal

to S at the point corresponding to the parameter value x, and let N (p) denote the

normal to S at p.

Notation 12. For x ∈ Rd for some d ∈ Z>, let Dx denote differentiation with respect

to x.

Definition 11.2. The shape operator for S, denoted σS, is the negative derivative of

N with respect to x: σS := −DxN .

Notation 13. The value of the shape operator at a point p ∈ S, denoted σS (p), is

the negative derivative of the normal field at p.

Remark 11.2. For a smoothly embedded surface S ⊆ Rd, the value of the shape

operator σS (p) at a surface point p ∈ S can be expressed by a real symmetric matrix

M with d − 1 rows and columns. The matrix M represents how each of the d − 1

components of the normal vector to S at p vary as we move in d− 1 directions along

S from p. Because M is real and symmetric, its eigenvectors are orthogonal, and its

eigenvalues are real. The eigenvectors of M are the principal curvature directions for

the surface S at p, while their corresponding eigenvalues are the principal curvatures

at p.

11.2.1.2. Gaussian curvature.

Definition 11.3. For a smoothly embedded surface S ⊆ Rd and point p ∈ S, the

Gaussian curvature of S at p, denoted γS (p), is defined as
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γS (p) := det
�
σS (p)

�

Remark 11.3. The Gaussian curvature at p is the product of the principal curvatures

at p, which is the determinant of M . As a determinant, the Gaussian curvature at

p measures an “area change” that characterizes the spread of the normals around p.

More precisely, it is the measure of the set of normals over a small neighborhood of

p divided by the measure of the neighborhood. For instance, if the neighborhood is

flat, it has only one normal, so its (d− 1)-dimensional Hausdorff measure is zero. By

contrast, the neighborhood of a point on a smoothly embedded surface in Rd has a

small, but positive, (d− 1)-dimensional measure. The ratio of the measure of the

normals for a flat neighborhood to the measure of the neighborhood is then zero,

implying a zero Gaussian curvature for flat regions. For a unit sphere, the measure

of the normals and the measure of the neighborhood are equal, corresponding to a

Gaussian curvature of one. On a sphere in three dimensions of radius 1

2
, the measure

of the normals is four times the measure of the neighborhood; more generally, a sphere

of radius 1

r
in three dimensions has a Gaussian curvature of r2.

11.2.1.3. Mean curvature.

Definition 11.4. For a smoothly embedded surface S ⊆ Rd and point p ∈ S, the

mean curvature of S at p, denoted µS (p), is defined as

µS (p) :=
tr
�
σS (p)

�

d− 1

Remark 11.4. The mean curvature at p is the mean of the principal curvatures at

p. Some authors instead define the mean curvature at p as the trace of M , which

is the sum of the principal curvatures at p. We can illustrate a difference between

the two definitions using the unit sphere. If mean curvature is the mean of the

principal curvatures, the mean curvature of the sphere is equal to one in any number

of dimensions. If the mean curvature is instead the sum of the principal curvatures,
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the sphere’s mean curvature is d − 1 in d dimensions. Higher-dimensional spheres

“bend more” than lower-dimensional spheres in the sense that they bend in more

directions, but we define mean curvature as the mean of the principal curvatures to

preserve relationship between mean curvature and radius of curvature. Taking the

mean of the principal curvatures ensures that if a d-dimensional sphere has mean

curvature 1

r
, its radius of curvature is r in any finite dimension d ∈ Z>.

11.2.2. Tight smooth sets.

Summary 18. We define the total absolute curvature of a smoothly embedded sur-

face as the integral over the surface of the absolute value of its Gaussian curvature.

We define tight surfaces as minimizers of total absolute Gaussian curvature, then

present a theorem by Chern and Lashof that places a lower bound on a surface’s total

absolute curvature as a function of its topology. We contrast the Chern-Lashof The-

orem with the Gauss-Bonnet Theorem, which states that a total Gaussian curvature

smoothly embedded surface in three dimensions depends exclusively on its topology.

11.2.2.1. Definition of tight submanifolds.

Definition 11.5. The total absolute curvature of a smoothly embedded surface S ⊆

Rd is the integral
´
S

��γS
�� over S of the absolute value of its Gaussian curvature.

Definition 11.6. A smoothly embedded surface S ⊆ Rd is tight if and only if there

is no smoothly embedded surface T isotopic to S such that
´
T

��γT
�� <
´
S

��γS
��.

Remark 11.5. Tight surfaces minimize total absolute curvature for a given topology.

Slack and total absolute curvature are identical for smoothly embedded surfaces,

provided we compute slack using normals from only one side of the surface; see

Theorem 11.7. Qualitatively, total absolute curvature measures the extent to which

a surface folds over on itself when offset along its normals. The minimum amount of

foldover for an embedding of a surface is determined by its topological type. Folds
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are produced oscillations in the surface’s normal field, so minimizing total absolute

curvature minimizes those oscillations and their associated curvature critical points.

11.2.2.2. Tightness and topological complexity.

Notation 14. For a smoothly embedded surface S, let bi (S) denote the ith Betti

number of S.

Theorem 11.1. (Chern and Lashof) If S ⊆ Rd
is a smoothly embedded surface, then

ˆ
S

��γS
�� ≥ Hd−1

�
Sd−1

�
�
1

2

∞�

i=0

bi (S)

�

Remark 11.6. This theorem asserts that a surface’s topological complexity imposes

a lower bound on its total absolute curvature. For example, a smooth embedding

of the sphere S2 in R3 has a total absolute curvature of at least 4π, which is the

surface area H2 (S2) of the unit sphere multiplied by half the sum of the sphere’s

Betti number sequence 1, 1, 0, 0, . . . A smooth embedding of the torus in R3 has a

total absolute curvature of at least 8π, which is twice as large as the bound for the

sphere because the sum of the Betti number sequence 1, 2, 1, 0, 0, . . . for the torus is

twice as large as the sum for the sphere.

Any convex smoothly embedded sphere in R3 has a total absolute curvature of

exactly 4π, while a round torus provides an example of a torus embedding with a

total absolute curvature of 8π. These embeddings necessarily minimize total absolute

curvature, so they are tight under Definition 11.6.

11.2.2.3. Tightness and the Gauss-Bonnet Theorem.

Remark 11.7. We can compare Theorem 11.1 to the Gauss-Bonnet Theorem:

Notation 15. Let χ (T ) denote the Euler characteristic of topological space T , given

as the alternating sum of the Betti numbers of T :
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χ (T ) =
∞�

i=0

(−1)i bi (T )

Theorem 11.2. (Gauss-Bonnet) If S ⊆ R3
is a smoothly embedded surface, then

ˆ
S

γ = 2πχ (S)

For any smooth embedding of sphere in three dimensions,
´
S
γ = 4π. This value

is equal to the total absolute curvature of a tight embedding of a sphere in three

dimensions, but using Gaussian curvature rather than the absolute value of Gaussian

curvature removes the geometric restrictions imposed by tightness on how the sphere

may be embedded. For a smooth embedding of the torus in three dimensions
´
S
γ = 0,

while the total absolute curvature of a tightly embedded torus in three dimensions is

8π. Unlike a sphere, a torus has unequal total Gaussian curvature and total absolute

curvature.

The mechanism behind the difference can be seen more simply in two dimensions,

where we let κ denote the signed curvature of a smoothly embedded curve. Then

for any smoothly embedded topological circle C, the two-dimensional analog of the

Gauss-Bonnet Theorem states
´
C
κ = 2π. Conventionally, we define signed curvature

as

κ (s) =
ds

dθ

Where s is arclength and θ ∈ S is direction of the normal at C (s). If we pick point

p on C and move along C in a counterclockwise direction, our normal makes exactly

one counterclockwise rotation by the time we complete our traversal of C and return

to p. The normal’s counterclockwise rotation may reverse during the traversal, with

clockwise normal rotation corresponding to a negative curvature, but the rotation

direction necessarily reverses again and cancels the negative curvature in the integral.

(Figure .)
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The Gauss-Bonnet Theorem states that the integral of the signed normals to the

sphere covers the sphere of normal directions exactly once. We use a surface of revo-

lution to illustrate how a reversal of normal direction in two dimensions corresponds

to a three-dimensional fold in a surface’s normal offset (Figure .) In the example,

a normal direction associated with the fold has a positive sign twice and a negative

sign once, so it has a signed normal value of one in our integral. A round torus, by

contrast, the negative Gaussian curvature at the hyperbolic points along the inner

wall of the torus precisely cancels the positive Gaussian curvature from its outer wall,

leading to an integral Gaussian curvature of zero.

Now we return to the plane and consider total absolute curvature. The integral´
C
|κ| of the absolute value of curvature of C may be arbitrarily high, because the

intervals over which the normal direction reverses and rotates clockwise rather than

counterclockwise do not cancel intervals of counterclockwise rotation. The curves that

minimize
´
C
|κ| are precisely those where the normal to C exclusively rotates coun-

terclockwise as we traverse C counterclockwise. Those minimizers of total absolute

curvature — the tight embeddings of the circle in the plane — are the boundaries of

convex sets; any concavity would entail a reversal of normal direction.

Similarly, in three dimensions the value of
´
S
|γ| may be arbitrarily high, because

surface patches with negative Gaussian curvature, where the patch flips as S folds

over on itself when it is offset along its normals, do not cancel the positively signed,

unflipped patches. Minimizers of total absolute curvature minimize the integral of

negative Gaussian curvature. As the boundaries of convex sets have zero negative

Gaussian curvature, they are the tight embeddings of the sphere.

11.2.3. Polyhedral Gaussian curvature.

Summary 19. We present a theory of a Gaussian curvature for polyhedra that en-

ables us to formulate a polyhedral theory of tightness. Focusing on three dimensions,

we locate a polyhedron’s Gaussian curvature at its vertices, where its value is given by

the angle defect formula. We distinguish between the absolute value of the Gaussian
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curvature at a vertex, the sum of the positive and negative Gaussian curvature at a

vertex, and the absolute Gaussian curvature at that vertex. These distinctions arise

with polyhedra but not with smooth surfaces because the vertices of polyhedra are

singular.

Remark 11.8. As described in Subsection 3.2.3 and Remark 10.24, the Gaussian

curvature of a polyhedron P ⊆ R3 concentrates at its vertices, and its value at a

vertex v ∈ ∂P is given by

GP

v
= 2π −

n�

i=1

αi

Where α1,α2, . . .αn is the sequence of angles between the circularly ordered edges

incident on v. We can visualize this formula by considering a polytope P ⊆ R3

that is equal to the convex hull of a finite set of vertices v ⊆ ∂P . We assume P is

three-dimensional in the sense that its Hausdorff dimension is equal to three or its

affine hull is R3. Each face of P has a unique normal that maps to a point on the

unit sphere. When two faces are incident, an arc from a great circle connects the

two points corresponding to the faces’ normals. The union of all such arcs partitions

the sphere into polygonal regions, with a one-to-one mapping between regions and

vertices. Each point in a region mapped to vertex v corresponds to a normal to P at

v. The smaller the solid angle at a vertex, the larger its associated polygonal region

on the sphere (Figure .)

When P is polyhedral but not convex, each face still has a unique normal that

maps to a point on the unit sphere, and we can draw arcs connecting those points.

However, the arcs do not decompose the sphere into convex faces that can be traversed

with a simple counterclockwise motion. Instead, concave polyhedron edges generate

arcs that “go backwards,” introducing flipped regions on the sphere that correspond

to negative Gaussian curvatures at vertices.
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Gaussian curvature concentrates at polyhedron vertices in higher dimensions as

well, and we can calculate it using a generalization of the angle defect formula. In Rd,

we compute the Gaussian curvature at a vertex v by taking the difference between the

measure of a (d− 2)-dimensional sphere and the angles between the adjacent (d− 2)

dimensional faces incident on v.

As we noted in Subsection 3.2.3, the absolute Gaussian curvature at a vertex v

is not simply the absolute value of the Gaussian curvature at v [3]. Consider the

following definitions, specialized for R3:

Definition 11.7. A set P ⊆ R3 is a polyhedron if and only if it is a compact,

topologically regular set such that there exists an X ⊆ ℘ (℘ (R3)) with #X ∈ Z>

such that for all y ∈ X we have #y ∈ Z> and AH(y) = R3, with

P =
�

y∈X

CH (y)

Remark 11.9. We define a polyhedron as a topologically regular union of a finite of

number of convex hulls, where each convex hull is the convex hull of a finite number

of points. We assume that the boundary of a polyhedron can be decomposed into

faces, edges, and vertices.

Definition 11.8. For a polyhedron P ⊆ R3, the Gaussian curvature at a vertex v of

P , denoted KP

v
, is given by the angle defect formula:

KP

v
:= 2π −

n�

i=1

αi

Where α1,α2,, . . . ,αn is the sequence of angles between the circularly ordered

edges incident on v.

Remark 11.10. We now provide definitions of positive, negative, and combined

Gaussian curvature based on those given by Banchoff and Kühnel [3].
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Definition 11.9. The positive Gaussian curvature at v, denoted KP+

v
is equal to zero

if for all r ∈ R>, we have v ∈ CH (P ∩ Br (v)). Otherwise, KP+

v
is equal to the limit

as r → 0 of the Gaussian curvature at v of the convex hull of the intersection of the

union E of the edges of P with a ball of radius r centered at v:

KP+

v
:= lim

r→0

KCH(E∩Br(v))
v

The negative Gaussian curvature at v, denoted KP−
v

, is defined as:

KP−
v

:= KP+

v
−KP

v

The combined Gaussian curvature at v, denoted KP∗
v

, is defined as

KP∗
v

:= KP+

v
+KP−

v

Remark 11.11. Both positive Gaussian curvature KP+

v
and negative Gaussian cur-

vature KP−
v

are nonnegative at every vertex v. As a result, both KP

v
≤ KP∗

v
and

��KP

v

�� ≤ KP∗
v

: the Gaussian curvature at v and the absolute value of the Gaussian

curvature at v are both less than or equal to the combined Gaussian curvature at v.

The combined Gaussian curvature at vertex v is not necessarily equal to the slack

at v, nor does it match the mean Gaussian curvature of a slightly rounded version Q

of P over a small neighborhood of the image of v on Q. For instance, let P consist of

four thin triangular fins that meet at vertex v (Figure .) By making the angles from

the fins that are incident on v very small, we can make the Gaussian curvature at v

and the positive Gaussian curvature at v arbitrarily close to 2π, entailing a negative

Gaussian curvature at v arbitrarily close to zero. The combined Gaussian curvature

at v is then close to 2π.

When we compute the slack at v, we slightly dilate P in the neighborhood of v

and count the number of connected components of points with each normal direction
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over the neighborhood. Because P resembles a long, thin spike, we obtain a count of

three for almost every direction on a hemisphere, leading to a slack very close to 6π.

Under our definition of a polyhedron, there exists a δ ∈ R> such that for all

� ∈ (0, δ) , the slightly rounded polyhedron P ◦� •� is �-regular and isotopic to P . We

can also choose � to make the Hausdorff distance between P and P ◦� •� arbitrarily

small. We adopt as a principle that the absolute Gaussian curvature at a vertex of P

should match the mean absolute Gaussian curvature of P ◦� •� over a small geodesic

neighborhood of the point q ∈ R3 corresponding to v on P ◦� •�. We take q to be

the closest point to v on ∂ (P ◦� •�). This motivates a novel definition of polyhedral

absolute Gaussian curvature:

Definition 11.10. For a polyhedron P ⊆ R3 with vertex v, let S� = ∂ (P ◦� •�).

Then the absolute Gaussian curvature of P at v, denoted KP ||
v , is defined as

lim
r→0

lim
�→0

´
g
S�
r (cpS� (v))

��γS�
��

Hd−1 (gS�
r
(cpS� (v)))

Remark 11.12. Assume P is a long, thin spike composed of four fins. The two-

dimensional absolute curvature of the boundary of the spike’s intersection with a

plane orthogonal to the spike axis is 6π (Figure .) Because the fin edges incident on v

form small angles, we can integrate the two-dimensional absolute curvature over the

hemisphere to yield an absolute Gaussian curvature close to 6π at v, which is equal

to the slack of P at v.

In the spike cross-section, the integral of positive curvature is 4π, while the inte-

gral of the negative curvature is 2π. By contrast, the Gaussian curvature and positive

Gaussian curvature are both 2π, implying zero negative Gaussian curvature. Both

the positive and negative Gaussian curvatures are 2π less than the positive and nega-

tive curvatures in the planar cross section. More generally, taking the convex hull in

computing positive Gaussian curvature reduces both positive and negative sectional

curvature in the neighborhood of a vertex, which reduces both the positive and neg-

ative Gaussian curvature at the vertex. As a result, absolute Gaussian curvature is
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greater than or equal to combined Gaussian curvature, which as we noted earlier is

greater than or equal to the absolute value of Gaussian curvature:
��KP

v

�� ≤ KP∗
v

≤ KP ||
v .

11.2.4. Tight polyhedral sets.

Summary 20. We define tight polyhedra as those that minimize absolute Gauss-

ian curvature for their topological type. We then present a polyhedral form of the

Gauss-Bonnet Theorem and compare it to Descartes’ Lost Theorem. We present a

theorem for polyhedra by Brehm and Kühnel that, like the theorem by Chern and

Lashof, places a lower bound on total absolute curvature as a function of topological

complexity. We close by noting that while the Gauss-Bonnet and Chern-Lashof the-

orems are essentially identical to their polyhedral counterparts, theorems concerning

smooth and polyhedral tightness are not generally interchangeable.

Definition 11.11. The total absolute Gaussian curvature of a polyhedron P ⊆ R3

with vertex set V is the sum
�

v∈V KP ||
v over the vertices in V of the absolute Gaussian

curvature at each vertex.

Definition 11.12. A polyhedron P ⊆ R3 with vertex set V P is tight if and only if

there is no polyhedron Q ⊆ R3 with vertex set V Q isotopic to P such that

�

v∈V Q

KQ||
v

<
�

v∈V P

KP ||
v

Summary 21. Polyhedral versions of the Gauss-Bonnet Theorem and Theorem 11.1

by Chern and Lashof exist. We present them in three dimensions, starting with the

polyhedral Gauss-Bonnet theorem:

Theorem 11.3. For a convex polyhedron P ⊆ R3
with vertex set V ,

�

v∈V

KP

v
= 2πχ (P )
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Remark 11.13. We compare this to Descartes’ Lost Theorem , which states that

the sum of the interior angles over all faces of a convex polyhedron with v vertices is

equal to 2πv − 4π. If we let x denote the sum of the interior angles, the polyhedral

form of the Gauss-Bonnet Theorem states 2πv − x = 4π, so x = 2πv − 4π, which

is Descartes’ Lost Theorem. Although specialized to convex polyhedra, Descartes’

theorem is remarkable because it anticipates the Gauss-Bonnet Theorem by over two

centuries.

We now consider a three-dimensional polyhedral version of Theorem 11.1:

Theorem 11.4. (Brehm and Kühnel [7]) For a polyhedron P ⊆ R3
with vertex set

V ,

�

v∈V

KP∗
v

≥ 2π (4− χ (P ))

Remark 11.14. The differences in form between Theorems 11.1 and 11.4 are due to

the fact that Theorem 11.4 is specialized to three dimensions. Because KP∗
v

< KP ||
v ,

the Brehm-Kühnel theorem implies the total absolute curvature of a a surface is

bounded from below by its topological complexity. In three dimensions, each handle

we add to a polyhedron decreases its Euler characteristic by 2, increasing the value

of 2π (4− χ (P )) by 4π. A polyhedral surface homeomorphic to a sphere has a poly-

hedral total absolute curvature of at least 4π, a surface with one handle has a total

absolute curvature of at least 8π, and so on.

These lower bounds match the lower bounds for smoothly embedded surfaces,

but theorems concerning smooth and polyhedral tightness are not trivially inter-

changeable. For instance, there exists a tight polyhedral immersion in R3 of the real

projective plane with one handle, but there is no tight smooth immersion of the same

manifold[8].

11.3. Minimizing height function maxima in R3 and Rd

11.3.1. Zero tightness and the two-piece property.
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Definition 11.13. For a choice of origin o ∈ Rd, let the height function f := Rd ×

Rd → R be defined for vector v ∈ Rd and point p ∈ Rd as

fv (p) := v · (p− o)

Remark 11.15. Function f measures the distance of point p from the (d− 1)-

dimensional plane through the origin o orthogonal to v.

Definition 11.14. For a compact set S ⊆ Rd, let p ∈ S be a maximal point of S for

v if and only if there is no point q ∈ S such that fv (p) < fv (q).

The topset of a compact set S for direction v ∈ Sd−1, denoted TS

v
, is the set of all

maximal points of S for v [37].

Theorem 11.5. (Kuiper) The boundary of the convex hull a connected, compact set

S is the union of the convex hulls of its topsets [37]:

∂CH (S) =
�

v∈Sd−1

CH
��

TS

v

�

Example 11.1. If S ⊆ R3 is the outer wall of a round torus, the topsets of S consist

of two circles and an uncountable number of isolated points. Taking the convex hulls

of the circles we obtain two disks, and the union of the disks with the remaining

single-point topsets is the boundary of the convex hull of S (Figure .)

Remark 11.16. We introduce the concept of the local topset, which is a set of points

where ∂S has a local height function maximum:

Definition 11.15. The local topset of a compact, connected set S ⊆ Rd for direction

v ∈ Sd−1, denoted LTS

v
, is any set of points t ∈ {{p ∈ S | fv (p) = c} | c ∈ R} of

points at a fixed height for direction v such that there exists a δ ∈ R> such that for

all � ∈ (0, δ) there is no point q ∈ gS
�
(t) such that for p ∈ t we have fv (p) < fv (q).

Remark 11.17. Departing from prior art, we define 0-tightness in terms of local

topsets:
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Definition 11.16. A compact set S ⊆ Rd is 0-tight if and only if there is no set

T ⊆ Rd isotopic to S such that

∞�

i=1

Hd−1

��
v ∈ Sd−1 | i ≤ #κ

��
LTT

v

���
<

∞�

i=1

Hd−1

��
v ∈ Sd−1 | i ≤ κ

��
LTS

v

���

Remark 11.18. A set is 0-tight if and only if it minimizes the total quantity of height

function maxima over all height functions. The term 0-tight, rather than tight, refers

to the fact that 0-tight smoothly embedded surfaces have a minimal quantity of critical

points of index zero. The definition’s use of height function maxima rather than

curvature broadens its scope by making it applicable to sets with nondifferentiable

normals, where the shape operator and the curvatures obtained from it are undefined.

For instance, a closed line segment in R3 is 0-tight under this definition, but its shape

operator is undefined. We can envision oriented planes rolling over the segment, with

each plane normal to v that contains the segment yielding a value #κ
�
LTS

v

�
= 1. The

planes through the segment endpoints whose normals point away from the segment

interior also yield #κ
�
LTS

v

�
= 1. Under the Gauss map, each segment endpoint maps

to an open hemisphere, while the segment itself maps to a great circle (Figure .)

The property of 0-tightness is closely related to the two-piece property [3, 37]:

Definition 11.17. A compact set S ⊆ Rd has the two-piece property if and only if

for any (d− 1)-dimensional affine subspace H of Rd, the set S/H consists of no more

than two components: #κ (S/H) ≤ 2.

Theorem 11.6. If a compact set S ⊆ Rd
has the two-piece property then S is 0-tight

[3, 37].

Proof. Suppose that there exists a direction v ∈ Sd−1 such that the height

function fv has more than one maximum on S; equivalently, the local topset LTS

v

is not connected. We can order the connected components κ
�
LTS

v

�
by their height

function values x1, x2, . . . with x1 being the greatest. Let A ⊆ Rd be a component with
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height value x1, and let B be a component with height value x2. Consider the (d− 1)-

dimensional affine subspace H orthogonal to v positioned so that B ⊂ H. Because

the points in B are local height function maxima, we can select an � ∈ R> such that

A and B lie in different connected components of S/ (H − �v). We conclude that if

fv has more than one maximum on S, then S does not have the two-piece property.

A nonempty set must have at least one height function maximum for every di-

rection, and by the argument above a set with the two-piece property cannot have

more than one. If S has the two-piece property, it has exactly one height function

maximum for every direction, implying S is 0-tight. �

Corollary 11.1. If a compact set S has the two-piece property, then

∞�

i=1

Hd−1

��
v ∈ Sd−1 | i ≤ κ

��
LTS

v

���
= Hd−1

�
Sd−1

�

Proof. Following the argument above, κ
��

LTS

v

�
= 1 for all v ∈ Sd−1. The sum-

mation on the right hand side of the equation then only has one term: Hd−1
��

v ∈ Sd−1 | 1 ≤ 1
��

.

The corollary follows trivially from Sd−1 =
�
v ∈ Sd−1 | 1 ≤ 1

�
. �

Corollary 11.2. If a compact set S has the two-piece property, then the local topsets

of S lie on the boundary of the convex hull of S: for all v ∈ Sd−1
, LTS

v
⊆ ∂CH (S).

Proof. By Theorem 11.5, the boundary of the convex hull of a set is the union

of the convex hulls of the topsets of S. This implies that the topsets of S lie on

the boundary of the convex hull of S. Because a compact set S with the two-piece

property has one height function maximum for every direction, every local topset of S

is a topset S. Consequently, the local topsets of S lie on the boundary of the convex

hull of S. �

Remark 11.19. Under our definition of 0-tightness, there exist 0-tight sets that do

not have the two-piece property. For instance, there exists a 0-tight embedding of the

trefoil knot in R3 that does not have the two-piece property (Figure;) we omit the
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details. In this respect we differ from Kuiper [37] and Banchoff and Kühnel [3], for

whom 0-tightness and the two-piece property are equivalent. They require that the

number of height maxima for a 0-tight set equal the zero Betti number b0, which is

equal to one for a connected set.

In three dimensions, a smoothly embedded 0-tight surface S ⊆ R3 minimizes

total absolute curvature, making it tight under Definition 11.6. The height function

maxima are precisely those points with two positive principal curvatures, so they

have positive Gaussian curvature. Given that the difference between the positive

Gaussian curvature and negative Gaussian curvature is a constant by the Gauss-

Bonnet Theorem, minimizing the amount of positive Gaussian curvature necessarily

minimizes the amount of negative Gaussian curvature. It also minimizes absolute

Gaussian curvature, which is the sum of both quantities. A similar argument shows

that a 0-tight polyhedron P ⊆ R3 is tight.

11.3.2. Zero-tightness in Rd and k-tightness.

Remark 11.20. A tangent plane to a smoothly embedded surface identifies a height

function critical point, which is not necessarily a local height function maximum.

Because the surface is smooth, its principal curvatures are defined, and we refer to

the number of negative curvatures as the index of the height function critical point:

Definition 11.18. For a smoothly embedded surface S ⊆ Rd, the index p ∈ ∂S,

denoted i (p) is the number of negative principal curvatures at p.

Remark 11.21. In higher dimensions 0-tightness does not imply tightness. For a

smoothly embedded surface S ⊆ R5, we may have critical points with indices of 0, 1,

2, or 3. The Gaussian curvature of S is positive at a point with an even index, and

negative at a point with an odd index. Suppose S is 0-tight. This requires that S

minimize the measure of height function maxima, which have index 0. The generalized

Gauss-Bonnet Theorem [cite] requires that the amount of positive Gaussian curvature

over S minus the amount of negative Gaussian curvature over S equal a constant, but
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we may make the quantity of height function maxima of index 1 or 3 arbitrarily large

and then inflate the quantity of critical points of index 2 and still satisfy the theorem.

This yields an S that is 0-tight, but has arbitrarily large total absolute curvature.

We can extend the notion of minimizing critical points of index 0 to that of

minimizing critical points of index less that or equal to k:

Definition 11.19. A smoothly embedded surface S ⊆ Rd is k-tight if and only if

there is no T ⊆ Rd isotopic to S such that for some j ≤ k

∞�

i=1

Hd−1
��

v ∈ Sd−1 | i ≤ #κ ({p ∈ ∂T | (N (p) = v) ∧ (i (p) = j)})
��

≤
∞�

i=1

Hd−1
��

v ∈ Sd−1 | i ≤ #κ ({p ∈ ∂S | (N (p) = v) ∧ (i (p) = j)})
��

Remark 11.22. Our definition of k-tightness differs from the definitions given by

Kuiper [37] and Banchoff and Kühnel [3] in the same way that our definition of 0-

tightness differs from theirs. We require that a k-tight set S minimize critical points

of a given index k or less over all sets isotopic to S, while they require that that the

number of height function critical points with index i equal the Betti number bi. Our

definition is less restrictive.

If a smoothly embedded surface S ⊆ Rd is k-tight for all k in 0, 1, . . . d−1, then it

is tight: each of its critical points is necessary, so its total quantity of critical points

is minimal. This does not imply that an embedding that minimizes total absolute

curvature, making it tight under Definition 11.6, is also (d− 1)-tight. We ask:

Question: If S ⊆ Rd is a tight smoothly embedded surface, is S (d− 1)-tight?

Claim 11.1. No, a tightly embedded smooth surface S ⊆ Rd need not be (d− 1)-

tight. We limit ourselves to outlining an argument for the claim. The “round” em-

bedding S ⊆ R5 of the 4-torus S1 × S1 × S1 × S1 in R5 rotates (S1)k for k = 1, 2, 3

successively about three orthogonal axes α1,α2,α3 spaced to prevent self-intersection.
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The result has total absolute curvature
´
S
|γ| = 64π

2

3
. The sum of the Betti numbers

for the 4-torus is 16, while the 4-dimensional Hausdorff measure of the 4-dimensional

unit sphere S4 ⊆ R5 is 8π
2

3
. According to Theorem 11.1, the minimum possible total

absolute curvature for the 4-torus is half the product of these two numbers, or 64π
2

3
,

which implies that the round embedding minimizes total absolute curvature. How-

ever, this 4-torus is not 4-tight, because with a small deformation we may decrease

the quantity of critical points of index 1 while increasing the quantity of critical points

of index 3 by the same amount, preserving the quantity of points with index 0 and

index 2. This keeps both the total negative and total absolute Gaussian curvature

constant, but demonstrates that our original embedding was not 1-tight because the

new embedding has a smaller quantity of critical points of index 1. Although S is

tight in the sense that it minimizes total absolute curvature, it is not (d− 1)-tight.

In the next section, we formally define height function critical points and their

relationship to total absolute curvature.

11.4. Height function critical points

11.4.1. Tightness from height function critical points.

Summary 22. Given that the two-piece property and the minimization of height

function maxima allow us to define 0-tightness for a large class of subsets of Euclidean

space, we ask whether we can define tightness for arbitrary subsets of Euclidean space

by using all height function critical points, rather than only maxima. We introduce

a definition of a height function critical point for an arbitrary set, then modify the

definition to obtain outward-pointing normals to a set. We illustrate a difference

between the normals we define using height function critical points and the normals

we define in Section 10.3 using morphological operations. We then compare slack

to the measure of the set of height function critical points. We show that the two

measures are equivalent on smoothly embedded surfaces, but slack is equivalent to
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total absolute curvature on polyhedra while the measure of height function critical

points is not.

11.4.2. Critical points and normals.

Remark 11.23. To test for the presence of a height function critical point along

direction v ∈ Sd−1 at point p ∈ Rd, we examine a small cylinder centered at p with its

axis aligned with v. The following notation allows us to concisely specify a cylinder:

Notation 16. For p, q ∈ Rd and r ∈ R>, let Cr (pq) denote the trimmed right circular

cylinder with axis pq and radius r:

Cr (pq) :=
�
x ∈ Rd |

�
cppq (x) ∈ pq/p/q

�
∧ (d (x, pq) < r)

�−

Remark 11.24. We define p ∈ Rd as a height function critical point of S ⊆ Rd along

v ∈ Sd−1 if and only if there is no isotopy over the interval of cross-sections of S

orthogonal to v in a small cylinder centered on p:

Definition 11.20. For S ⊆ Rd, point p ∈ Rd, and vector v ∈ Sd−1, let � be the

(d− 1)-dimensional affine subspace containing p and orthogonal to v. Then p is a

critical point for S along direction v if and only if there exists an r ⊆ R> such that

for all ρ ∈ (0, r), there exists a δ ∈ R> such that for all � ∈ [0, δ], there is no isotopy

I : [−�, �]× Rd−1 → Rd−1 where for all t ∈ [−�, �],

It = S ∩ Cρ

�
(p− �v) (p+ �v)

�
∩ (� + tv)

Notation 17. For S ⊆ Rd and v ∈ Sd−1, let CPS

V
denote the set of critical points for

S along direction v.

Remark 11.25. We define direction v ∈ Sd−1 as a normal to S ⊆ Rd at p ∈ Rd if

and only if p is a critical point for S along v and v does not “point into” S, in the
171



sense that there is no open interval with an endpoint at p extending in the direction

of v that is contained in S:

Definition 11.21. For S ⊆ Rd, point p ∈ Rd, and vector v ∈ Sd−1, vector v is a nor-

mal to S at p if and only if for all r ∈ R>, the open line segment p (p+ rv)/p/ (p+ rv) �

S.

Remark 11.26. We now illustrate a difference between the normals defined in Section

10.3 and the normals from Definition 11.21. The normals to a set S ⊆ Rd at p ∈ ∂S as

defined in Section 10.3 are independent of which subset of the boundary of a connected

component k of S or Sc in the neighborhood of p is contained in k. This is because

in Definition 10.9 we take the closure of k before testing whether a candidate normal

to S at p is normal to k−. There is no comparable closure mechanism in Definition

11.21, so adding or removing points to the boundary of S can affect its normal field,

even when (∂S)◦ = ∅. Consider the following example:

Example 11.2. Let H ⊆ R2 be a half-plane. The height function critical point

normals from Definition 11.21 and the normals defined in Section 10.3 both place a

normal at each point on ∂H orthogonal to ∂H and pointing into the exterior of H.

For p ∈ ∂H, the height function critical point normals to H ∪ {p} include a fan of

normals subtending an arc of π

2
, pointing toward the semicircle ∂B1 (p) ∩Hc (Figure

.) By contrast, the normals from Section 10.3 to H ∪ {p} are identical to the normals

to H: NFH = NFH∪{p}.

11.4.3. Tightness from critical points and comparison to slack.

Remark 11.27. To measure the total quantity of height function critical points for

a set S ⊆ Rd, we integrate over the sphere the number of connected components of

critical points for each direction:

Definition 11.22. For S ⊆ Rd, the total critical point measure of S, denoted TCMS,

is defined as
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TCMS :=
∞�

i=1

Hd−1
��

v ∈ Sd−1 | #κ
�
CPS

v

�
≤ i

��

Remark 11.28. Our definition of total critical point measure closely resembles our

definition of slack. It omits the means for measuring subsets of critical points as well

as any reference to normal count. For smoothly embedded surfaces, the normal count

is always one, and we claim that total absolute curvature, total critical point measure,

and slack are equivalent. More precisely, the total critical point measure and slack of

a smoothly embedded surface are equal to twice its total absolute curvature:

Theorem 11.7. For a smoothly embedded surface S ⊆ Rd
,

TCMS = SLS = 2

ˆ
S

��γS
��

Proof. The normal count at every point p ∈ ∂S is equal to one. The normal

count for direction v as given by Definition 10.13 then reduces to the number of

connected components of S that have v as a normal. Because S is a closed set with

no interior, point p is a critical point for direction v under Definition 11.20 if and

only if v is a normal to S at p under Definition 10.9. Slack, which is the integral

over all directions of the sum of normal counts for each direction, is then equal to the

total critical point measure, which is the integral over all directions of the number of

connected components of critical points for S for each direction.

Slack and total absolute curvature both measure the “size” of a set’s normal field,

or the total variation of the normals of a set over its boundary. Slack integrates the

number of connected components of points with a given direction over all possible

directions. Total absolute curvature integrates the measure of the set of normals in

the neighborhood of a surface point over all the points on a surface. They compute

the same quantity for smoothly embedded surfaces up to a scaling factor of two

because slack’s integration of points over directions mirrors total absolute curvature’s

integration of normal variation over surface points. The factor of two difference
173



between them is because slack by default uses normals from both sides of an oriented

surface while total absolute curvature uses normals from only one side. �

Remark 11.29. In Subsection 11.2.3, we described a polyhedron P ⊆ R3 such that

TCMP <
�

v∈V KP ||
v . We now show SLP

v
= KP ||

v at vertex v of any polyhedron P .

Theorem 11.8. For polyhedron P ⊆ Rd
with vertex v, the slack at v is equal to the

absolute Gaussian curvature at v: SLP

v
= KP ||

v .

Proof. [Work in progress — this is illustrative of the idea, but incomplete.]

We compute slack at v from the normal counts over the neighborhood of v. The

normal count for a given normal direction x is the number of connected components

of points from a slight dilation or erosion of the neighborhood of v that include x as a

normal. We compute absolute Gaussian curvature using small-radius morphological

opening and closing, rather than dilation or erosion. We argue that as the radius

� ∈ R> we use goes to zero, the number of connected components from the dilation

or erosion of the neighborhood of v that have a given normal matches the number of

connected components with that normal from the result of opening and closing the

neighborhood of v.

Each (d− 2)-dimensional edge of P incident on v has a (d− 2)-dimensional fan

of normals. Over a neighborhood of v, a subset of the edges will have a given normal

x ⊆ Sd−1. However, those edges are connected at v. We quantify the number of times

a normal is “used” by blending the neighborhood of v to break the set of points with

normal x into separate connected components, which we then count.

If v is locally convex, then dilation will replace it with a spherical cap. Dilation

replaces the convex edges with cylindrical patches, keeping concave edges sharp. For a

sufficiently small dilation radius, the fan of normals across a cylindrical patch remains

identical to the fan of normals at a point on a convex edge, while the fan of normals

at a point on a concave edge is identical before and after dilation. The connected
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components of the dilated neighborhood of v with normal x are still lines, but the

lines stop at the spherical cap. The number of lines is the normal count.

If instead of dilating the neighborhood of v we open and close it, the result is

smooth, with both concave and convex edges blended. For a small blending radius,

the fan of normals across a blended edge is identical to the fan across the edge itself.

As with the dilated neighborhood of v, the set of points with normal x is a set of

lines that stop near a spherical cap at v. Whether we dilate the neighborhood of v or

open and close it, the number of lines with normal direction x is equal to the number

of edges incident on v with normal direction x. A similar analysis shows that when

v is locally concave, the erosion of the neighborhood of v has the same number of

connected components of points with normal x as the result of opening and closing

the neighborhood of v.

If v is a saddle vertex — contained in the convex hull of its incident edges —

then dilation maps the convex edges to cylindrical patches that meet at (d− 2)-

dimensional arcs that smoothly join to the (d− 2)-dimensional offsets of the concave

edges incident on v. The connected components of points with normal direction x

stop at the arcs. As at a locally convex or concave vertex, the number of connected

components with normal x is equal to the number of edges with normal x.

If we open and close the neighborhood of saddle vertex v, we obtain a complex

blend at v, joining convex and concave cylindrical patches that correspond to the

convex and concave edges incident on v. The connected components of points with

normal x are line segments along those cylindrical patches, and as before the number

of segments is equal to the number of edge incident on v with normal x. The blending

patch near v keeps the segments from joining into a single connected component.

Because the number of connected components of points with normal direction x

is equal in our computations of both the slack and absolute Gaussian curvature at v,

we conclude SLP

v
= KP ||

v . �
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Remark 11.30. The theory of tight embeddings has historically addressed problems

such as constructing a tight embedding of a manifold or determining which manifolds

can be tightly embedded or immersed. In the next chapter, we adapt ideas from

the theory of tight embeddings to problems involving containment constraints by

introducing a variant of the two-piece property called the hull property. We use the

hull property to define abstract hulls, which captures the idea of wrapping a surface

around a set or separating two sets with a membrane-in-tension.
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CHAPTER 12

COVERS AND HULLS

12.1. Hulls and relative hulls

Summary 23. We introduce hulls, which capture the abstract notion of “wrapping”

a set with an enclosing set. The Euclidean convex hull, the relative convex hull, and

the geodesic hull are all hulls under our definition of a hull. However, our definition

relates more strongly to the theory of tight embeddings than to the theory of convex

structures. Echoing the relationship between 0-tightness and the two-piece property,

we formulate our hull definition in terms of how a plane cuts a set into pieces. Rather

than requiring a set to yield at most two connected components for each each possible

cut, which is the necessary and sufficient condition for 0-tightness, we require that

when a plane cuts a hull S ⊆ Rd of R ⊆ S, each of the resulting connected components

intersects R. When R is connected, this entails that a plane cannot “shave off” a piece

of S without intersecting R.

We first prove that Euclidean convex hulls are hulls (Theorem 12.1.) We then

prove the Shaving Lemma (Theorem 12.2,) which asserts that a set S ⊆ Rd is a hull

of R ⊆ S if and only if every height function maximum on the boundary of S is also

a height function maximum on R−. If S is a hull, the Shaving Lemma implies it

has no “bumps” or locally convex points that are not also locally convex points of R,

because a cutting plane can shave off any such bumps. Conversely, if it is impossible

to shave any bumps off S, then S is a hull. We next introduce minimal hulls, where a

minimal hull of R minimizes boundary measure over all hulls of R, under conditions

we specify. The geometric properties of minimal hulls differ markedly from those of

convex hulls, indicating the range of sets classified as hulls under our hull definition.

177



Next, we define relative hulls, which contain one set R ⊆ Rd and exclude a second

set G ⊆ Rd. The difference betwen hulls and relative hulls is that while a connected

component of the complement of a hull cut by a plane is necessarily unbounded, a

connected component of the complement of a relative hull cut by a plane may be

unbounded or may contain a component of G. We prove results for relative hulls

analogous to those we prove for hulls: we prove that relative convex hulls are hulls,

then prove the Relative Shaving Lemma, and finally prove that relative minimal hulls

are hulls. The proofs for relative hulls are technically and conceptually similar to

those for hulls.

We discuss relative minimal hulls in relation to our earlier work on tightening,

where we proposed that they serve as a generalization of the two-dimensional relative

convex hull to higher dimensions. Although relative minimal hulls are hulls, they are

not maximally convex. This motivates our definition of tight hulls in Chapter 13.

Definition 12.1. A set H ⊆ Rd is a (d− 1)-plane if and only if H is a (d− 1)-

dimensional affine subspace of Rd.

Remark 12.1. The following definition specifies an abstract meaning for the term

“hull.” Informally, it states that for S ⊆ Rd and R ⊆ S, the set S is a hull of R if the

boundary of S “wraps around” R with no “extraneous bumps” disjoint from R can

be cut off by a (d− 1)-plane. More precisely, the “extraneous bumps” are the height

function maxima addressed by the Shaving Lemma (Theorem 12.2.) The requirement

that (∂S)◦ = ∅ does not require that (∂R)◦; for instance, the unit disk is a hull of the

set of points with rational coordinates lying in the unit disk. Requiring (∂S)◦ = ∅

implies that the complete graph on the set of points with rational coordinates in a

unit cube [0, 1] × [0, 1] × [0, 1] is not a hull of itself. Instead, its hull consists of the

unit cube and an arbitrary subset of the cube’s boundary.

### possible to eliminate empty boundary interior requirement?
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Definition 12.2. For a set R ⊆ Rd, set S ⊆ Rd such that R ⊆ S and (∂S)◦ = ∅ is a

hull of R if and only if for every (d− 1)-plane H ⊆ Rd, every connected component

of S/H intersects R and every connected component of Sc/H is unbounded.

A set has the hull property if and only if it is a hull.

Remark 12.2. Although it is widely known that the boundary of a Euclidean convex

hull has an empty interior, we include a proof of that property for completeness. The

proof hinges on the fact that the convex hull of a set S ⊆ Rd is equal to the union of

the convex hulls of all the subsets of S.

Lemma 12.1. For all S ⊆ Rd
, the interior of the boundary of the convex hull of S

is empty: (∂CH (S))◦ = ∅.

Proof. If (∂CH (S))◦ �= ∅, let b ∈ B(∂CH(S))
◦ be a ball in the interior of the

boundary of the convex hull of S such that b �= CH(S). Because the convex hull of

S is convex, it contains the convex hull of each of the subsets of S:

CH (S) =
�

X∈℘(S)

CH (X)

In particular, CH (b ∩ S) ⊆ CH (S). Because b ⊂ ∂CH (S), we have b ∩ S �= ∅.

If b �= CH(b ∩ S), there then exists p ∈ CH (b ∩ S) and q ∈ CH (S) /CH (b ∩ S)

such that the closed line segment pq is not contained in CH (S). This implies the

convex hull of S is not convex, which is a contradiction. If instead b = CH(b ∩ S),

then b ⊆ CH (S); in particular, b ⊆ CH (S)◦ because b is an open ball. Because

b ⊆ ∂CH (S) and CH (S)◦ ∩ ∂CH (S) = ∅, this is also a contradiction. We conclude

that the interior of the boundary of a convex hull is empty. �

Remark 12.3. We now prove that every convex hull is a hull. The essence of the

proof is that if we can shave a piece from the convex hull, it necessarily remains

convex but becomes a smaller set, contradicting that the convex hull is the smallest

convex set containing S. If instead we can shave a bounded component from the
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convex hull’s complement — thereby identifying a dent in the hull — the convex hull

cannot be convex because it does not contain every line segment that connects a pair

of its points. It is then impossible for a convex hull to not be a hull, so every convex

hull is a hull.

Theorem 12.1. For any set S ⊆ Rd
, the convex hull of S is a hull of S.

Proof. For all S ⊆ Rd, S ⊆ CH (S) because the Euclidean convex hull defines a

convex structure, and in every convex structure the convex hull of a set contains the

set. By Lemma 12.1, (∂CH (S))◦ = ∅.

pq

If there exists a (d− 1)-plane H such that a connected component k ∈ κ (CH (S) \H)

does not intersect S, then CH (S) \ k must be convex. Otherwise, there exist points

p, q ∈ CH (S) \ k such that pq � CH (S) \ k, but because p and q lie in CH (S),

segment pq ⊆ CH (S). Segment pq then intersects k, but neither p nor q lies in k.

Consequently, pq ∩ (∂k \H) �= ∅, because a line segment not lying in H cannot in-

tersect the planar patch ∂k ∩H twice. Because ∂k \H ⊆ ∂CH (S), we can conclude

that pq � CH (S), which contradicts that CH (S) is convex. Therefore CH (S) \ k is

convex. However, CH (S) \ k ⊂ CH (S), which contradicts the fact that CH (S) is the

smallest convex set containing S when all such sets are ordered by set inclusion. We

conclude that every connected component of CH (S) \H intersects S.

If there is a (d− 1)-plane H such that a connected component k ∈ κ (CH (S)c \H)

is bounded, then there exist points p, q ∈ CH (S) such that the closed line segment

pq intersects k. Because k ⊆ CH (S)c, this implies pq � CH (S). Then the convex

hull of S is not convex, which is a contradiction. We conclude that every connected

component of CH (S)c \H is unbounded. The convex hull of S is then a hull of S. �

Remark 12.4. The Shaving Lemma resembles the two-piece property. While the

two-piece property requires a set to have one height function maximum for every
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direction, the Shaving Lemma requires that each strict height function maximum

over the boundary of a hull S of R coincide with a strict height function maximum

of R−. Informally, it requires that a hull of R be “stretched over” or “supported by”

extreme points from R.

We begin by defining strict local height function maxima. Our proof then demon-

strates that if there is a strict height maximum on the boundary of S ⊆ Rd of a hull

of R ⊆ S that is not a strict height maximum on R−, then there exists a (d− 1)-plane

that cuts off a component of S or Sc disjoint from R, so S is not in fact a hull. Then

next part of the proof shows that if S is not a hull of R and so we can shave off a

piece of S or Sc, the boundary of the piece has a strict height function maximum that

lies on ∂S but is not a strict height maximum on R−. Consequently, if S is a hull

of R, the strict height function maxima over its boundary are strict height function

maxima of R−. Conversely, if S has no strict height maxima over its boundary that

are not strict height function maxima of R−, then S is a hull of R.

Definition 12.3. For set S ⊆ Rd, point p ∈ S, and direction v ∈ Sd−1, point p is

a strict local maximum of the height function fv on S if and only if there exists a

δ ∈ R> such that for all � ∈ (0, δ), for every point q ∈ gS
�
(p) we have fv (q) < fv (p).

Theorem 12.2. (The Shaving Lemma) For S ⊆ Rd
such that R ⊆ S and (∂S)◦ = ∅,

the set S is a hull of R if and only if for every point p ∈ ∂S and direction v ∈ Sd−1

such that p is a strict local maximum of height function fv over S−
, point p is a strict

local maximum of fv over R−
, and there is no p ∈ ∂S and v ∈ Sd−1

such that p is a

strict local maximum of fv over Sc−
.

Proof. Suppose p is a strict local maximum on S−, but not a strict local max-

imum on R−. The value of fv (p) = c for some c ∈ R. Because p is a strict local

maximum, there exists an � ∈ R> such that for all q ∈ g∂S
�

(p), we have fv (q) < fv (p).

Therefore there exists an a ∈ R such that
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a =
��

x ∈ R | ∀q ∈ g∂S
�

(p) : fv (q) > x
�

Because p is not a strict local maximum of fv on R−, there exists a b ∈ R such that

a ≤ b ≤ c and for the (d− 1)-plane H =
�
q ∈ Rd | fv (q) = b

�
, there is a bounded

connected component k ∈ κ (S \H) such that k∩R = ∅. Then S is not a hull because

there exists a connected component of S \H disjoint from R.

Instead suppose p is a strict local maximum of fv on Sc−. As before, there exists

an a ∈ R such that

a =
��

x ∈ R | ∀q ∈ g∂S
�

(p) : fv (q) > x
�

For the (d− 1)-plane H =
�
q ∈ Rd | fv (q) = a

�
, there is a bounded connected

component k ∈ κ (Sc \H), implying that S is not a hull. We conclude that if S is a

hull of R, then every strict local maximum of fv for some v ∈ Sd−1 over S− is a strict

local maximum of fv over R−, and there is no strict local maximum of fv over Sc−.

We now show that if S is not a hull, then there is a point p ∈ ∂S and direction

v ∈ Sd−1 such that either p is a strict local maximum of height function fv over S−

but p is not a strict local maximum fv over R−, or p is a strict local maximum over

Sc−. Suppose there exists a (d− 1)-plane H such that there is a connected component

k ∈ κ (S ∩ (S \H)) where k∩R = ∅. Then there exists a point p ∈ (∂CH (k) ∩ ∂k)\H

that is a strict local maximum of fv for some direction v ∈ Sd−1 over S−. This is

because ∂CH (k) \ H must include a locally convex point, and ∂CH (k) \ ∂k is not

convex. Although p is a strict local maximum over S−, point p is not a strict local

maximum of fv over R− because k∩R = ∅. Similarly, if there exists a (d− 1)-plane H

such that there is a connected component k ∈ κ (Sc ∩ (Sc \H)) where k is bounded,

then there exists a point p ∈ (∂CH (k) ∩ ∂k) \ H that is a strict local maximum of

height function fv for some direction v ∈ Sd−1 over Sc−.

If S is not a hull of R, there exists a point p that is a strict local maximum height

function fv for some v ∈ Sd−1 over S−, although p is not a strict local maximum of
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fv over R−, or there exists strict local maximum of fv over Sc−. We conclude that if

there is no point p and direction v ∈ Sd−1 such that p is a strict local maximum of

height function fv over ∂S but p is not a strict local maximum of fv over R−, then S

is a hull of R. �

Remark 12.5. In the following definition, we only consider sets whose boundaries

have finite (d− 1)-dimensional Hausdorff measure. (The elements of R> are finite, so

∞ /∈ R>.) We require that S be topologically regular (Definition 8.25) because sets

with empty interiors can have ambiguous or nonexistent enclosing sets of minimal

boundary measure. The topological regularity requirement also excludes sets with

lower-dimensional “hairs” or “cracks” from consideration.

Our objective is to show that sets with diverse geometric properties are hulls under

our definition. As we establish in Chapter 13, the geometric properties of minimal

hulls differ substantially from those of convex hulls. Smooth minimal hulls have zero

mean curvature away from their constraints, making them saddle-shaped, while we

conjecture that tight hulls have zero Gaussian curvature away from their constraints,

making them developable. Minimal hulls minimize boundary measure, while tight

hulls minimize slack. Informally, the difference is one of minimizing spatial variation

versus minimizing normal variation over a set’s boundary.

Definition 12.4. For a topologically regular set S ⊆ Rd such that R ⊆ S and

Hd−1 (∂S) ∈ R>, if there is no topologically regular set T ⊆ Rd such that R ⊆ T and

Hd−1 (∂T ) < Hd−1 (∂S), then S is a minimal hull of R.

Remark 12.6. The proof’s argument is that if we can shave a connected component

from a hull S ⊆ Rd of R ⊆ S, then the flat patch where the plane trims the component

has less boundary measure than the remainder of the trimmed component’s boundary,

demonstrating that the hull’s boundary measure is not minimal.

Theorem 12.3. If S ⊆ Rd
is a minimal hull of R ⊆ S, then S is a hull of R.
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Proof. Suppose that there is a (d− 1)-plane H ⊆ Rd such that there is a con-

nected component k ∈ κ (S ∩ (S \H)) where k ∩ R = ∅. Then Hd−1 (k ∩H) <

Hd−1 (∂k \H), so Hd−1 (S \ k) < Hd−1 (S), implying S does not minimize boundary

measure over sets containing R. If instead there is bounded connected component k ∈

κ (Sc ∩ (Sc \H)), then Hd−1 (k ∩H) < Hd−1 (∂k \H), so Hd−1 (S ∪ k) < Hd−1 (S),

again implying that S does not minimize boundary measure. We conclude that if S

is a minimal hull of R, then S is a hull of R. �

Remark 12.7. We now introduce relative hulls. Like a hull, a relative hull S ⊆ Rd

encloses a set R ⊆ S, but it also excludes a set G disjoint from R. The boundary

of the relative hull of S wraps around both R and G, forming a separating surface.

Like the boundary of a hull, the boundary of a relative hull has no extraneous bumps

corresponding to local height function maxima. The main difference between the

definition of a hull and the definition of a relative hull is that a component of Sc

produced by cutting a hull with a plane must be unbounded, while a component of

Sc produced by cutting a relative hull may be unbounded or intersect G. In many

of the situations we discuss throughout this dissertation, the complement of G is

bounded, in which case the definition becomes symmetric: every component of a hull

S of R relative to G cut off by a plane intersects R, while every component of Sc cut

off by a plane intersects G.

Definition 12.5. For S ⊆ Rd such that R ⊆ S, G ⊆ Sc, and (∂S)◦ = ∅, set S is

a hull of R relative to G if and only if for every (d− 1)-plane H, every connected

component k ∈ κ (S \H) intersects R and every connected component k ∈ κ (Sc \H)

intersects G or is unbounded.

A set has the relative hull property if and only if it is relative hull.

Remark 12.8. We now prove theorems for relative hulls analogous to Theorems

12.1, 12.2, and 12.3. We condense sections of the proofs for relative hulls that repeat

material from the proofs for hulls.
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Lemma 12.2. For all R,G ⊆ Rd
such that R ∩G = ∅, the interior of the boundary

of the convex hull of R relative to G is empty: (∂CH (R | G))◦ = ∅.

Proof. The proof is closely resembles that of Lemma 12.1, a key point being

that

CH (R | G) =
�

X∈℘(R)

CH (X | G)

If (∂CH (R | G))◦ = ∅, choose b ∈ B(∂CH(R|G))
◦ such that

�
q ∈ Rd | (q ∈ CH (R | G)) ∧ (∃p ∈ b : pq ∩G = ∅)

�
�= ∅

If CH (b ∩R | G) ⊂ b, then there is a p ∈ CH (b ∩R | G) and a q ∈ CH (R | G) \

CH (b ∩R | G) such that pq ∩ G = ∅ and pq � CH (R | G), implying CH (R | G) is

not convex relative to G. If b = CH(b ∩R), then b lies in the interior of CH (R | G)

rather than in its boundary. �

Remark 12.9. The proof that a relative convex hull is a relative hull closely follows

the proof of Theorem 12.1 that establishes that convex hulls are hulls. We show that

if shaving off a piece of a convex hull S ⊆ Rd of R ⊆ S relative to G ⊆ Sc makes

it no longer relatively convex, then S was not convex relative to G before we shaved

the piece, contradicting the proposition that S is a relative convex hull. If instead

S remains convex relative to G after the piece is removed, then it is not a relative

convex hull because it is not the smallest convex set relative to G containing R. If we

can shave off a bounded connected component from Sc that is disjoint from G, then S

is not convex relative to G because its does not contain line segments with endpoints

in S that pass through the empty component. Consequently relative convex hulls are

relative hulls.

Theorem 12.4. For R,G ⊆ Rd
such that R ∩ G = ∅, the convex hull of R relative

to G is a hull of R relative to G.
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Proof. For all R,G ⊆ Rd such that R ∩ G = ∅, R ⊆ CH (R | G) because the

relative convex hull of R relative to G is the convex hull of R in a convex structure.

The convex hull of R relative is disjoint from G because by definition it is a union of

line segments disjoint from G. By Lemma 12.2, (∂CH (R | G))◦ = ∅.

If there exists a (d− 1)-plane such that a connected component k ∈ κ (CH (R | G) \H)

does not intersect R, then CH (R | G) \ k must be convex relative to G for reasons

analogous to those given in the proof of Theorem 12.1. If CH (R | G)\k is not convex

relative to G, there exist points p, q ∈ CH (R | G) \ k such that pq � CH (R | G) \ k,

but pq ⊆ CH (R | G). Then pq ∩ (∂k/H) �= ∅, so pq � CH (R | G), contradicting that

CH (R | G) is convex relative to G. Then CH (R | G) \ k is convex relative to G, but

CH (R | G) \ k ⊂ CH (R | G), contradicting that CH (R | G) is the smallest convex

set relative to G containing R when all such sets are ordered by set inclusion. We

conclude that every connected component of CH (R | G) \H intersects R.

As in the proof of Theorem 12.1, if there exists a (d− 1)-plane H such that a

connected component k ∈ κ (CH (S)c \H) is bounded and k∩G = ∅, then there exist

points p, q ∈ CH (R | G) such that pq ∩ k �= ∅. Because pq ∩ k �= ∅, we have pq �

CH (R | G), and because p, q ∈ CH (R | G), we have pq ∩G = ∅. Then CH (R | G) is

not convex relative to G, which is a contradiction. We conclude that every connected

component of CH (R | G) \ H intersects G or is unbounded. The convex hull of R

relative to G is then a hull of R relative to G. �

Remark 12.10. Below we prove the Relative Shaving Lemma. We rely on the

reasoning from the proof of the Shaving Lemma that demonstrates that for a set

S ⊆ Rd with R ⊆ S and G ⊆ Sc, the existence of a strict height function maximum

on ∂S that is not also not also a strict height function maximum on R− or G− implies

that we can shave a bounded component of S or Sc that is disjoint from R and G.

As this proves that S is not a hull of R relative to G, a hull S of R relative to G has

no height maximum on ∂S that is not also a height function maximum on R− or G−.
186



If S is not a hull of R relative to G, then there is a bounded component of S or

Sc disjoint from R and G that we can shave with a cutting plane. We show that

a height function maximum on ∂S exists on such a component that is not a height

function maximum on R− or G−. If there is no strict height function maximum on

∂S that is not also a strict height function maximum on R− or G−, then S is a hull

of R relative to G.

Theorem 12.5. (Relative Shaving Lemma) For S ⊆ Rd
such that R ⊆ S, S ⊆ Gc

,

and (∂S◦) = ∅, the set S is a hull of R relative to G if and only if for every point

p ∈ ∂S and direction v ∈ Sd−1
such that p is a strict local maximum of height function

fv on S−
, point p is a strict maximum of fv on R−

, while if p is a strict local maximum

of fv on Sc−, then p is strict local maximum on G−
.

Proof. Suppose that p is a strict local maximum of height function fv on S− for

some v ∈ Sd−1. but p is not a strict local maximum of fv on R−. By our reasoning

in the proof of Theorem 12.2, there exists a (d− 1)-plane H such that there is a

bounded connected connected component k ∈ κ (S \H) with k ∩ R = ∅. Then S is

not a hull of R relative to G because k is a connected component of S \ H disjoint

from R.

Instead suppose p is a strict local maximum of fv on Sc−, but p is not a strict local

maximum of fv on G−. Then S is not a hull of R relative to G because there exists

a (d− 1)-plane H such that there is a bounded connected component k ∈ (Sc \H)

disjoint from G. We conclude that if S is a hull of R relative to G, every strict local

height function maximum on ∂S is a strict local height function maximum on R− or

G−.

We now show that if S is not a hull of R relative to G, there is a point p ∈ ∂S and

direction v ∈ Sd−1 such that p is a strict local maximum of height function fv on ∂S

but p is not a strict local maximum of fv on R− or G−. Suppose that there exists a

(d− 1)-plane H such that there is a connected component k ∈ κ (S ∩ (S \H)) where

k ∩R = ∅. As in our proof of Theorem 12.2, there is a point p ∈ (∂CH (k) ∩ ∂k) \H
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that is a strict local maximum of a height function fv for some v ∈ Sd−1 over S−.

However, point p is not a strict local maximum of R− because k ∩ R = ∅, and p is

not a strict local maximum on G− because k ⊆ S and G ⊆ Sc, so k ∩G = ∅.

Now suppose there exists a (d− 1)-plane H such that there is a connected com-

ponent k ∈ κ (Sc ∩ (Sc \H)) where k is bounded and k ∩ G = ∅. Then there exists

a point p ∈ (∂CH (k) ∩ ∂k) \H that is a strict local maximum of height function fv

for some v ∈ Sd−1 over Sc. However, point p is not a strict local maximum of fv over

G− because k ∩ G = ∅, and p is not a strict local maximum on R− because k ⊆ Sc

and R ⊆ S.

If S is not a hull of R relative to G, there exists a point p ∈ ∂S and direction

v ∈ Sd−1 such that p is a strict local maximum of height function fv over ∂S but p

is not a strict local maximum of fv over R− or G−. We conclude that if there is no

point p ∈ ∂S and direction v ∈ Sd−1 such that p is a strict local maximum of height

function fv over ∂S but not a strict local maximum of fv over R− or G−, then S is a

hull of R relative to G. �

Remark 12.11. We now define the relative version of a minimal hull. In our ear-

lier work on tightening [68], we proposed using relative minimal hulls to generalize

tightening to three and higher dimensions. That choice was inspired by the fact that

relative convex hulls have locally minimal boundary measure in two dimensions. In

higher dimensions, however, relative convex hulls do not minimize boundary mea-

sure and minimal hulls do not maximize convexity. This motivates our definition of

tight hull in Chapter 13. Like relative convex hulls, tight hulls are maximally convex,

and like minimal hulls they behave symmetrically with respect to set complement.

The symmetry of minimal hulls derives from the fact that they minimize boundary

measure, which is invariant under set complement.

As in the proof of Theorem 12.3, we argue that if we can shave a bounded con-

nected component from a minimal hull S ⊆ Rd relative to R ⊆ S and G ⊆ Sc, then

the flat patch left by the cutting plane has a smaller boundary measure than the
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remainder of the boundary of the shaved component. If S is not a relative hull, then

S is not a relative minimal hull, so if S is a relative minimal hull, S is a relative hull.

Definition 12.6. For a topologically regular set S ⊆ Rd such that R ⊆ S, S ⊆ Gc,

and Hd−1 (∂S) ∈ R>, if there is no topologically regular set T ⊆ Rd such that R ⊆ T ,

T ⊆ Gc, and Hd−1 (∂T ) < Hd−1 (∂S), then S is a minimal hull of R relative to G.

Theorem 12.6. If S ⊆ Rd
is a minimal hull of R ⊆ S relative to G ⊆ Sc

, then S is

a hull of R relative to G.

Proof. Suppose there is a (d− 1)-plane H such that there is a connected com-

ponent k ∈ κ (S ∩ (S \H)) where k ∩ R = ∅; note that because S ∩ G = ∅, we have

k ∩ G = ∅ as well. Then Hd−1 (k ∩H) < Hd−1 (∂k \H), so Hd−1 (S \ k) < Hd−1 (S),

implying S does not minimize boundary measure over hulls of R relative to G. Sup-

pose instead there is bounded connected component k ∈ κ (Sc ∩ (Sc \H)) where

k ∩ G = ∅; because Sc ∩ R = ∅, we have k ∩ R = ∅ as well. Then Hd−1 (k ∩H) <

Hd−1 (∂k \H), so Hd−1 (S ∪ k) < Hd−1 (S), implying S does not minimize bound-

ary measure. We conclude that if S minimizes boundary measure over all sets that

contain R and exclude G, then S is a hull of R relative to G. �

Remark 12.12. In the next section we shift from characterizing hull boundaries with

the Shaving Lemma and Relative Shaving Lemma to instead using convexity normals

and support. Rather than requiring a local height function maximum of a hull to

coincide with a local height function maximum of R− or G−, we require that locally

convex points on a hull be “fully supported” by convexity normals from R and G.

While this approach has a weaker relationship to the two-piece property than that

provided by the Shaving Lemma, it allows us to quantify the extent to which R and

G support the boundary of a hull, envisioned as a membrane stretched between them.

That later proves central in our definition of tight hulls.
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12.2. Support and convexity normals

Remark 12.13. We begin by defining local convexity and strict convexity. A locally

convex point is a height function maximum over a small geodesic neighborhood, while

a stictly convex point is instead a strict height function maximum. Not every locally

convex point is strictly convex, but every strictly convex point is a locally convex.

Definition 12.7. For a set S ⊆ Rd, a point p ∈ ∂S is locally convex if and only if

there exists a v ∈ Sd−1 such that p is a local maximum of height function fv over S−.

Point p is locally concave point of S if and only if it is a locally convex point of Sc−.

Example 12.1. A point on the boundary of an infinite solid right circular cylinder

in R3 is locally convex. A point on a halfspace boundary is both locally convex and

locally concave.

Definition 12.8. For a set S ⊆ Rd, a point p ∈ ∂S is strictly convex if and only if

there exists a v ∈ Sd−1 such that p is a strict local maximum of height function fv

over S−. Point p is strictly concave point of S if and only if it is a strictly convex

point of Sc−.

Example 12.2. A point on the boundary of a solid ball is strictly convex. A point

on the boundary of an infinite solid right circular cylinder is not strictly convex, nor

is a point on a halfspace boundary.

Remark 12.14. The definitions of local and strict convexity above focus on convexity

at a point rather than over the neighborhood of a point. A polyhedron, for instance,

may have a convex vertex that has both convex and concave incident edges. Although

the vertex is convex, its neighborhood is not.

Nevertheless, if every point on a topological regular set (Definition 8.25) — infor-

mally, a solid — is locally convex, then we can conclude that the closure of each of

its connected components is convex. The theorem is not true for arbitrary sets. If

we draw a nonconvex curve X ⊆ R3 on an infinite right circular cylinder C ⊆ R3, so
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X ⊆ C, every point p ∈ X is a local maximum of the height function defined by the

vector pointing to p from the closest point to p on the axis of C. Then set X is not

convex despite the fact that each of its points is locally convex.

Theorem 12.7. For a topologically regular set S ⊆ Rd
, if every p ∈ ∂S is locally

convex, then for each k ∈ κ (S), the component k−
is convex.

Proof. If k− is not convex, then there exist p, q ∈ k− such that pq � k−. There

exists a minimum-length path x ∈ k− connecting p and q. There also exists a w ∈

x ∩ (∂k \ p \ q) that is not a locally convex point of k−. We have x �= pq because

x ⊆ k− and pq � k−. Consequently, x is not a line segment. A point of x that is not in

the interior of a line segment coincides with a point on ∂k that is not locally convex.

Otherwise, it would be possible to locally reduce the length of x by deforming it

within k−. Because our inference that a point on ∂k is not locally convex contradicts

the hypothesis that every point on ∂S is locally convex, we conclude that the closure

of every connected component of S is convex. �

Remark 12.15. For a set S ⊆ Rd, we introduce a definition of the convexity of

a normal v ∈ NS

p
at a point p ∈ ∂S. The convexity of v at p is the fraction of

2-dimensional sections through the line
←−−−−→
p (p+ v) in which S is strictly convex at p.

Qualitatively, convexity measures the extent to which a point behaves like a bump

along a given normal direction.

Definition 12.9. For a set S ⊆ Rd, let v ∈ Sd−1 be a normal to S at p ∈ ∂S. Let X

be the set of all 2-dimensional affine subspaces � of Rd containing the line
←−−−−→
p (p+ v)

for which Ψ (p) is a strictly convex point of Ψ (S) under an isometric mapping Ψ of

� to R2. Then the convexity of v at p for S is defined as

Hd−2 (X)

Hd−2 (Sd−2)

For a set S ⊆ Rd and point p ∈ ∂S, a convexity normal at p to S is a normal

v ⊆ NS

p
scaled by the convexity of v at p for S.
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Notation 18. For a set S ⊆ Rd and point p ∈ ∂S, let CVS

p
denote the set of convexity

normals to S at p.

Example 12.3. For S ⊆ Rd, the convexity of every normal at strictly convex point

p ∈ ∂S is one. The convexity of the unique normal at each point on the inner wall

of a round torus is less than one. Suppose a and b are two infinite solid right circular

cylinders of equal radius whose axes intersect at a right angle. The convexity of every

normal along their intersection curve is less than one, but different normals at the

same point on the intersection curve can have different convexities.

Remark 12.16. We define the concept of support to capture the idea of the boundary

of one set being stretched over another set, which provides it more or less support

depending on the convexity of its normals. We show that the convex hull of a set

S ⊆ Rd is supported by S. In two dimensions, we show that a set S ⊆ Rd is a hull of

R ⊆ S relative to G ⊆ Sc if and only if S is supported by R and G. This formalizes

the perception that the boundary components of a relative hull in two dimensions

behave like rubber bands in tension, stretched over the convex points of R and G.

Definition 12.10. For a set S ⊆ Rd, a point p ∈ ∂S, and convexity normal v ∈ CVS

p
,

and T ⊆ S, the support of v from T is defined as
�

x∈CV
T
p
(x · v). Point p ∈ ∂S is

unsupported if and only if its support is zero, and X ⊆ ∂S is unsupported if and only

if every p ∈ X is unsupported.

Notation 19. For S ⊆ Rd, T ⊆ S, p ∈ ∂S, and v ∈ NS

p
, let SPS,T

p
(v) denote the

support of v at p from T .

Definition 12.11. [ ### normal field reachabililty] The weighted support of a nor-

mal v ∈ Sd−1 to S ⊆ Rd over X ⊆ ∂S from T ⊆ S, denoted WSS,T

X
(v) , is defined

as

WSS,T

X
(v) =

�

k∈NP
S
(v)

����
NCS

p
(v) SPS,T

p
(v) | p ∈ k ∩X

�
∪ {0}

��
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The supported slack of S from T over X, denoted SSS,T

X
, is defined as

SSS,T

X
:=

ˆ
v∈Sd−1

WSS,T

X
(v)

For a set S ⊆ Rd with R ⊆ S and G ⊆ Sc, the supported slack of S from R and

G is the sum of the supported slack of S over ∂S from R and the supported slack of

Sc over ∂S from G. The unsupported slack of S is the difference between the slack of

S and the supported slack of S.

Theorem 12.8. The supported slack of S ⊆ Rd
over X ⊆ ∂S from T ⊆ S is less

than or equal to the slack of S over X.

Proof. The definitions of weighted support and normal count (Definition 10.13)

are identical except for the factor SPS,T

p
(v) in the equation for weighted support. A

vector’s support is always in [0, 1], so SPS,T

p
(v) ∈ [0, 1]. The definitions of supported

slack and slack (Definition 10.14) are also almost identical. We compute supported

slack by integrating weighted support over the sphere of directions, while we compute

slack by integrating normal count. Because weighted support is less than or equal to

normal count, supported slack is less than or equal to slack. �

Corollary 12.1. For S ⊆ Rd
with R ⊆ S and G ⊆ Sc

, the supported slack of S from

R and G is less than or equal to the slack of S.

Proof. The normal count of a vector v ∈ Sd−1 for S ⊆ Rd at p ∈ ∂S is equal

to the normal count of −v for Sc at p: NCS

p
(v) = NCS

c

p
(−v). In addition, the the

sum of the support of a normal v ∈ Sd−1 at p ∈ ∂S from R ⊆ S and the support of

−v at p from G ⊆ Sc is less than or equal to one. This is because the convexity of v

is the fraction of sections in which S is strictly convex, while the convexity of −v is

the fraction of sections in which S is strictly concave. If the sum of the convexities of

v and −v were greater than one, it would imply the existence of a section that was

both strictly convex and strictly concave, a contradiction. The sum of the support
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of v from R and the support of −v from G is less than or equal to the sum of the

convexities of of v and −v, and so it is also less than or equal to one. Then

WSS,R

p
(v) +WSS

c
,G

p
(−v) ≤ NCS

p
(v)

The supported slack of S from R and G is the integral over all v ∈ Sd−1 of the left

side of the inequality, while the slack of S is the integral over all directions of the

right side of the inequality. We conclude that the supported slack of S from R and

G is less than or equal to the slack of S. �

Lemma 12.3. For S ⊆ Rd
, if T ⊆ S and p ∈ ∂S ∩ ∂T , then NS

p
⊆ NT

p
.

Proof. ### �

Lemma 12.4. For a closed set S ⊆ Rd
, if X ⊆ ∂S is locally but not strictly convex

for all p ∈ X, then the slack of S over X is zero.

Proof. ### �

Theorem 12.9. For all S ⊆ Rd
, the convex hull of S is supported by S.

Proof. At a strictly convex point p ∈ CH (S), the convexity of every v ∈ CVCH(S)

p

is one. The convexity at p for S is also one, because if there were a section through
←−−−−→
p (p+ v) that were not strictly convex it would imply that S � CH (S), a contradic-

tion. Therefore the support of v from S is one. Then the weighted support of CH (S)

from S over the strictly convex subset of ∂CH (S) is equal to the slack of CH (S)

over the strictly convex subset of ∂CH (S). By Lemma , the slack over the subset of

∂CH (S) that is locally but not strictly convex is zero, so the slack of CH (S) is equal

to the slack of the strictly convex subset of ∂CH (S). We conclude that the convex

hull of S is supported by S. �

Theorem 12.10. If T ⊆ Rd
is compact and supported by S ⊆ T , then T = CH(S)−

.
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Proof. ### �

Lemma 12.5. If S ⊆ R2
is a hull of R relative to G, the unsupported subset of ∂S

consists of line segments.

Proof. If some connected subset X ⊆ ∂S is not a line segment, then there exists

a point p ∈ X that is a strict maximum on S or Sc of height function fv for some

v ∈ S. If p is a strict maximum on S, then p does not lie on ∂R, because that would

contradict our hypothesis that X is unsupported. Consequently, there exists a line

H such that there is a connected component k ∈ κ (S ∩ (S \H)) with p ∈ ∂k such

that k ∩R = ∅, contradicting our hypothesis that S is a hull of R relative to G.

Similarly, if p is a strict maximum on Sc, then p does not lie on ∂G, and there is

a line H and component k ∈ κ (Sc ∩ (Sc \H)) with p ∈ ∂k such that k∩G = ∅. This

again contradicts our hypothesis that S is a hull of R relative to G, so we conclude

that every connected subset of the unsupported subset of ∂S is a line segment. �

Theorem 12.11. A set S ⊆ R2
with R ⊆ S, S ⊆ Gc

, and (∂S)◦ = ∅ is a hull of R

relative to G if and only if S is supported by R and G.

Proof. If S ⊆ R2 is a hull of R ⊆ S relative to G ⊆ Sc, then by the Relative

Shaving Lemma and Definition 12.7, every strictly convex point p ∈ ∂S is a strictly

convex point on the boundary of R. For any v ∈ NS

p
there is one 2-dimensional affine

subspace of R2 containing the line
←−−−−→
p (p+ v), namely R2, so the convexity of every

normal to S at p is one. By the same argument, the convexity of every normal to R

at p is one. By Lemma 12.3, we have NS

p
⊆ NR

p
, so the supported slack of the strictly

convex subset of ∂S is equal to its slack.

Similarly, every strictly concave point p ∈ ∂S is a strictly convex point on the

boundaries of Sc and G. The convexity of every normal to Sc at p is one, as is the

convexity of every normal to G at p. We have NS
c

p
⊆ NG

p
, so the supported slack of

the strictly concave subset of ∂S is equal to its slack.
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The remainder of ∂S is unsupported, because if p ∈ ∂S is not a strictly convex

point of S, the convexity normal to S at p is zero. Similarly, if p is not a strictly convex

point of Sc, the convexity normal to Sc at p is zero. By Lemma 12.5, unsupported

subset of ∂S consists of line segments, so its slack is zero. We conclude that if S is a

hull of R relative to G, it is supported by R and G.

Now suppose S is supported by R and G. Assuming S is not a hull of R relative

to G, then there exists a (d− 1)-plane H such that exists a connected component a ∈

κ (S ∩ (S \H)) such that a ∩R = ∅ or there exists a bounded connected component

b ∈ κ (Sc ∩ (Sc/H)) such that b ∩ G = ∅. If component a exists, the slack over

∂a \H is nonzero but the supported slack over ∂a from R is zero, contradicting our

hypothesis that S is supported by R and G. Similarly, if component b exists the slack

over ∂b \ H is nonzero but the supported slack of ∂b from G is zero. We conclude

that if S is supported by R and G then S is a hull of R relative to G. �

Definition 12.12. A k-dimensional affine subspace H ⊆ Rd for 0 < k < d is tangent

to S ⊆ Rd at p ∈ ∂S if and only if NH

p
∩ NS

p
�= ∅.

Corollary 12.2. If S ⊆ R2
is a hull of R relative to G and for p, q ∈ ∂R ∪ ∂G,

segment pq ⊆ ∂S is unsupported, then pq is tangent to ∂R ∪ ∂G at p and q.

Proof. Suppose v ∈ S is the normal to S along pq, and p ∈ ∂R. If pq is not

tangent to ∂R or ∂G at p, then ∂S has an unsupported fan of normals interpolating

between the normal v ∈ S to S along pq and NR

p
. This implies that S is not supported

by R and G. Then S is not a hull of R relative to G, contradicting our hypothesis.

The argument for p ∈ ∂G is similar, and p and q are interchangeable in either case.

We conclude that every unsupported segment of the boundary of a hull of R relative

to G is tangent to ∂R ∪ ∂G at its endpoints. �

Corollary 12.3. For S ⊆ R2
with R ⊆ S and (∂S)◦ = ∅, then S is a hull of R if

and only if S is supported by R.
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Proof. This is a special case of Theorem 12.11 with G = ∅. �

Corollary 12.4. For compact S ⊆ R2
with R ⊆ S, if S is a hull of R then S =

CH (R)−.

Proof. This is a consequence of Theorem 12.10 and Corollary 12.3. �

Theorem 12.12. A set S ⊆ Rd
with R ⊆ S, G ⊆ Sc

, and (∂S)◦ = ∅ is a hull of R

relative to G if and only if there is no point p ∈ ∂S such that p is a strictly convex

point of S unsupported by R or p is a strictly concave point of S unsupported by G.

Proof. This theorem reformulates the Relative Shaving Lemma (Theorem 12.5,)

so we only sketch its proof. A strictly convex point unsupported by R or a strictly

concave point unsupported by G can be shaved off by a cutting plane, so a relative

hull has no unsupported strictly convex or concave points. If it is possible to shave

a piece from S with a cutting plane, then S has an unsupported strictly convex or

concave point. Conversely, if S has no unsupported strictly convex or concave points,

it is impossible to shave a piece from S, so S is a hull of R relative to G. �

Corollary 12.5. Suppose S ⊆ R3
with R ⊆ S, G ⊆ Sc

, and (∂S)◦ = ∅, and assume

the normals to ∂S are differentiable. Then S is a hull of R relative to G if and only

if the Gaussian curvature of the unsupported subset of ∂S is nonpositive.

Proof. Under the assumption that the normals to ∂S ⊆ R3 are differentiable,

the locally convex and locally concave points on the boundary of S are precisely those

with strictly positive Gaussian curvature. �

12.3. Topological and geometric distinguishibility

12.4. Covers locally indistinguishible from hulls

—OVERVIEW

—ABSTRACT HULL GEOMETRY
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###We show that an abstract hull’s locally convex boundary lies on the locally

convex part of the boundary of R, while the hull’s locally concave boundary lies on

the locally convex part of the boundary of G. We refer to the remainder of the hull’s

boundary as unsupported, a term we define in Chapter 13. Because it is neither

locally convex nor locally concave, an abstract hull’s unsupported boundary is either

saddle-shaped or developable.

We show that the unsupported boundary of a two-dimensional abstract hull con-

sists of line segments tangent to locally convex boundary intervals from R and G.

—TOPOLOGICAL AND GEOMETRIC DISTINGUISHIBILITY

###This suggests that two-dimensional abstract hulls have similar local geome-

tries, so we define locally indistinguishable sets and prove that two-dimensional ab-

stract hulls are locally indistinguishable.

###We define two abstract hulls of R relative to G as topologically distinct if

we cannot deform the boundary of one into the other while holding R and G fixed

during the deformation. We show that the number of topologically distinct abstract

hulls of R relative to G is not bounded by a polynomial function of the number of

connected components of R and G.

###In two dimensions, we identify the relative convex hull as the union of all

abstract hulls, while a tight hull is an abstract hull that minimizes slack. Although

two-dimensional tight and relative convex hulls are locally indistinguishable, they

may have distinct topologies. In higher dimensions, tight and relative convex hulls

differ in both their local geometry and their topology, which motivates our definition

of a cover.

—COVERS

###Given a definition of a particular abstract hull, the corresponding set of

covers contains all sets that are locally indistinguishable from the hull. In two dimen-

sions, any two abstract hulls are locally indistinguishable, so the set of tight covers

and the set of relative convex covers are both equal to the set of all abstract hulls.
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In three dimensions, however, the set of tight covers and the set of relative convex

covers are equal if and only if all covers in both sets are locally convex.

A hull’s covers factor topology from its definition, retaining its local geometric

properties. When a hull’s geometric properties are more relevant to an application

than its topology, its covers provide a topological choice that we may use to optimize

the output’s quality or facilitate its computation.
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